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Central Bottleneck Influences on the Processing Stages of Word Production

Victor S. Ferreira and Harold Pashler
University of California, San Diego

Does producing a word slow performance of a concurrent, unrelated task? In 2 experiments, 108
participants named pictures and discriminated tones. In Experiment 1, pictures were named after cloze
sentences; the durations of the word-production stages of lemma and phonological word-form selection
were manipulated with high- and low-constraint cloze sentences and high- and low-frequency-name
pictures, respectively. In Experiment 2, pictures were presented with simultaneous distractor words; the
durations of lemma and phoneme selection were manipulated with conceptually and phonologically
related distractors. All manipulations, except the phoneme-selection manipulation, delayed tone-
discrimination responses as much as picture-naming responses. These results suggest that early word-
production stages—lemma and phonological word-form selection—are subject to a central processing
bottleneck, whereas the later stage—phoneme selection—is not.

A fundamental issue in psychology concerns how easily we can
do more than one thing at the same time. Not only is this issue of
practical significance (e.g., isit scientifically justifiable to prohibit
talking on cellular phones while driving?), but it is also of scien-
tific interest. Specificaly, the extent that a task can be performed
without hindering other simultaneously performed tasks implies
that the task is carried out by separate, dedicated processing
mechanisms. In contrast, if performance of one task interfereswith
performance of another, that interference impliesthat at least some
components of that task are carried out by shared processing
mechanisms.

One set of abilities that seems especialy likely to be based on
dedicated processing mechanisms is our linguistic abilities. Lin-
guistic processes may be highly specialized, as they may be based
on a substrate that is cognitively, anatomically, and genetically
distinct from that of other, nonlinguistic processes (e.g., Pinker,
1994). Furthermore, language performanceis highly practiced, and
practice may lead linguistic processing mechanisms to operate
automatically (e.g., Cohen, Dunbar, & McClelland, 1990). The
dedicated mechanisms that might underlie the performance of a
single kind of task are here termed modular processing
mechanisms.

However, it also may be that linguistic abilities are based on
mechanisms that are shared with the processes that underlie the
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performance of other, nonlinguistic tasks. For instance, people
typically have difficulty performing another task when linguistic
demands are heavy (e.g., driving during an intense discussion).
This hypothesis has been demonstrated experimentally in that even
simple detection- or discrimination-task performance is hindered
when people concurrently produce or comprehend sentences (e.g.,
Dell & Newman, 1980; Ford & Holmes, 1978). Processing mech-
anisms that are shared among distinct, unrelated tasks are here
termed central processing mechanisms.

To investigate the modular versus central nature of linguistic
processing, we looked at word production. Word production is
well suited to exploring thisissue, asit is as highly specialized and
practiced as any linguistic task, involving the processing of
language-specific grammatical and phonological representations
(e.g., Dell, 1986; Levelt, Roelofs, & Meyer, 1999) that are used
any time a speaker produces language. Furthermore, unlike more
complex linguistic tasks such as sentence comprehension or pro-
duction, word production is punctate, so that once a speaker has
conceptually specified aword to be produced, a modular linguistic
system could carry out remaining word-production processing
without the further use of central nonlinguistic processing mech-
anisms. If the specialized, highly practiced, and punctate processes
of word production hinder the performance of a concurrently
performed, unrelated task, then it would suggest that linguistic
processing generally involves central processing mechanisms. On
the other hand, if the processes of word production do not hinder
the performance of a concurrently performed task, it would be
consistent with the possibility that language processes generaly
operate with dedicated, language-specific mechanisms.

Surprisingly, little research has explored whether the production
of an individual word hinders processing in another task that is
performed at the same time. Some research has shown that when
people name pictures, their eye movements among those pictures
can be affected by lexical factors such as frequency (A. S. Meyer,
Sleiderink, & Levelt, 1998), length (Zelinsky & Murphy, 2000),
phonological priming (A. S. Meyer & van der Meulen, 2000), or
codability (Griffin, 2001). Such effects only show, however, that
eye movements performed in service of a linguistic task are
affected by linguistic variables and do not show that an indepen-



1188

dent, unrelated nonlinguistic task must be directly affected by
processing effects within the linguistic processing system. The two
experiments described in this article investigated the word-
production process in detail during performance of a concurrent,
unrelated task to determine whether any aspects of word produc-
tion interfere with the performance of that task.

Processing Stages of Word Production

Retrieving and producing even a single word is a rich process.
To produce aword, a speaker begins with an idea he or she intends
to convey and ends by articulating the sequence of sounds that
constitutes the phonological content of a word that expresses that
idea. Along the way, a speaker must retrieve grammatical and
morphological information (so that the word can be used in a
sentence and correctly with prefixes and suffixes) and syllabic and
metrical structure (so the word is pronounced with the correct
lexical stress, etc.), and al of this must occur quickly enough so
that the word can be selected and mentioned in an appropriate
sentence position.

To account for this multifaceted word-production process, most
theories of word production have adopted a general model like that
illustrated in Figure 1 (with similarities to Cutting & Ferreira,
1999; Dell, 1986; Dell, Schwartz, Martin, Saffran, & Gagnon,
1997; Levelt et a., 1999; but see Caramazza, 1997, Rapp &
Goldrick, 2000). According to these models, when a speaker
produces a word, she or he begins with a set of active conceptual
features that constitute the message to be expressed (e.g., from a
picture stimulus). Activation then spreads from these conceptual
features to connected lemma representations, which primarily en-
code the syntactic features of words. Lemma representations in
turn spread activation to connected phonological word-form (or
sometimes, lexeme) representations, which represent the whole-
word sound properties of words and the features necessary for
morphological processes like suffixation and compounding. Fi-
nally, phonological word forms spread activation to connected
phoneme representations that represent the segmental information
necessary to form syllables and eventually drive articulation. Thus,
in the course of producing a single word, a speaker goes through
a sequence of three processing stages: The speaker first selects an
appropriate lemma (lemma selection), then an appropriate phono-
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Figure 1. A model of part of the word-production lexicon. Information
flows from top to bottom. N = noun; V = verb.

Phonological
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FERREIRA AND PASHLER

logical word form (phonological word-form selection), and fi-
nally, the appropriate sequence of phonemes ( phoneme selection).

Given this framework, the question of whether speakers can
produce words as they perform another concurrent task can be
broken down into specific questions about whether each of the
stages of lemma selection, phonological word-form selection, and
phoneme selection can be performed at the same time as those
other processes.” In the experiments described below, we explored
these questions by having speakers produce words at the same time
as they performed another unrelated task. In the domain of atten-
tion research, such dual-task situations have been investigated in
detail. A description of one kind of dual-task methodology and
logic is provided next.

Concurrent Task Performance

Attention researchers have explored dual-task performance us-
ing a wide variety of nonlinguistic tasks (for review, see Pashler,
1998). When separate tasks that require independent responses are
performed together, dual-task interference results; that is, speed
and accuracy generaly suffer relative to task performance in
isolation. One effect that provides afine-grained view of the nature
of dual-task interference is the psychological refractory period
(PRP) effect (e.g., Telford, 1931; Vince, 1949). Participants are
tested on two discrete tasks (Task 1 and Task 2) in which the onset
of the second task stimulus follows the onset of the first task
stimulus by varying intervals (referred to as the stimulus onset
asynchrony [SOA]). The PRP effect refers to the fact that as SOA
decreases, Task 2 response latencies increase. That is, with in-
creasing task overlap, responses slow.

Research over several decades has provided strong support for
the theory that the PRP effect reflects a postponement of central
processing stages in Task 2—a processing bottleneck. According
to this account, central stages in Task 2 cannot commence until
corresponding stages of Task 1 have been completed, whereas
perceptual and motoric stagesin either of the two tasks can overlap
without constraint. How a central bottleneck explains PRP effects
isillustrated in Figure 2. Panel A illustrates how decreasing SOA
causes greater slowing in Task 2 responses. Rectangles represent
processing stages (or collections thereof), and shading represents
stages that are subject to the central bottleneck. In the top situation,
Task 2 processing is postponed because of bottleneck limitations,
illustrated by the fact that the shaded rectangles do not overlap in
time. If the Task 2 stimulus is presented earlier (bottom situation),
the amount of postponement increases correspondingly, and the
Task 2 response latency therefore increases.

This central bottleneck theory, first proposed by Welford
(1967), is supported by various kinds of evidence. One is the
existence of PRP slowing in tasks that do not share input or output
modalities. Another is the tendency of trial-to-trial variability in
latencies for the first response to propagate onto the second la-
tency, producing a characteristic relationship between the latency

1 Note that some theories of word production claim that these processing
levels are discrete (e.g., Levelt et al., 1999), whereas others claim they are
interactive (e.g., Dell, 1986). However, the logic we apply in this article
does not depend on this distinction, so long as a model of word production
involves an explicit selection of arepresentation at each stage that involves
modular or central processing mechanisms.
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Figure 2. A: Central bottleneck account of the basic psychological refractory period effect. B: Isolating
processes that are sensitive to the central processing bottleneck. Time is from left to right. Filled rectangles
represent processes in each task that are subject to a central processing bottleneck and therefore cannot occur
simultaneously. Filled arrows denote manipulations of process durations. S1, R1, S2, and R2 designate stimuli
and responses for Task 1 and Task 2. SOA = stimulus onset asynchrony.

distributions in the two tasks (Pashler, 1989). Even more compel-
ling are the findings of chronometric studiesin which the durations
of different stages of the two tasks are manipulated (see Pashler,
1998, for a review). The theory predicts that when experimental
manipulations retard Task 2 stages that are located at or after the
bottleneck (e.g., retarding response selection in Task 2 by reducing
stimulus—response compatibility), the slowing caused by this vari-
able on the Task 2 response latencies will combine additively with
the effects of SOA. This has been confirmed in most studies. In
contrast, when the duration of prebottleneck stages in Task 2 is
manipulated (e.g., by increasing perceptua difficulty in Task 2),
the theory predicts that the slowing will be reduced as the SOA is
shortened (i.e., an underadditive interaction will result); this has
aso been confirmed (most recently by Dell’ Acqua, Pascdi, &
Peressotti, 2000). Experiments involving manipulations of Task 1
latency also provide critical tests of the theory, and the logic of
these is discussed below.

Although the occurrence of central postponement in many dual-
task situations now seems uncontroversial, debate continues about
why such a bottleneck should arise. Some authors suggest that the
slowing is in some sense strategic or optional, perhaps undertaken
in response to implicit or explicit task demands (D. E. Meyer &
Kieras, 1997). However, recent experiments in which participants
were given every incentive to perform the central stages of two
concurrent tasks simultaneously have continued to find evidence
for queuing of central stages (Ruthruff, Pashler, & Klaassen, 2001;
Levy & Pashler, 2001), implying that the phenomenon is not
strategic. Conversely, when very simple tasks are used or exten-
sive practice is provided, central processing may come to operate
simultaneously in some cases (Pashler, Carrier, & Hoffman, 1993;
Schumacher et a., 1999) athough in other cases it fails to do so
(Ruthruff, Johnston, and Van Selst, 2001). In sum, the central

bottleneck is stubborn but not entirely ubiquitous; for dual-task
performance with tasks that involve even modest levels of com-
plexity or novelty, however, the central bottleneck model seems
well confirmed. Parallel central processing is probably confined to
laboratory experiments or performance of highly routinized activ-
ities (or both).

Thus, it is clear that a bottleneck generaly affects the central
processes involved in performance of atask. To determine which
specific stages are sensitive to the central bottleneck, we can
manipulate the duration of a given processing stage in a dual-task
situation and observe how that affects performance in each task.
This is illustrated in Figure 2B. If a given Task 1 stage, labeled
“Stage X" in Figure 2, is subject to the central bottleneck, then an
experimental manipulation that slows Stage X (the middle situa-
tion) should slow Task 2 responses to the same degree. This
propagation occurs because the critical stages of Task 2 must wait
for the completion of the critical stage of Task 1 before they can
commence processing. (Note that the same prediction follows for
manipulations of prebottleneck processes, that is, processes that
operate before any processthat is subject to the central bottleneck.)
In contrast, if agiven Task 1 processing stage is not subject to the
central bottleneck but instead operates after any bottleneck stage
(labeled “Stage Y” in Figure 2), then slowing that stage (the
bottom situation) should not slow Task 2 responses (even though
it will slow Task 1 responses).

The experiments reported below used the logic of Figure 2 to
assess whether any of the stages of word production—lemma
selection, phonological word-form selection, or phoneme selec-
tion—is subject to the central processing bottleneck that has been
identified in attention research. In Experiment 1, we manipulated
the duration of lemma selection and phonological word-form se-
lection, and in Experiment 2, we manipulated the duration of
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lemma selection and phoneme selection, both in picture-naming
tasks (Task 1). In Task 2, participants performed a three-tone
auditory discrimination task. If a given word-production stage is
subject to the central bottleneck, then slowing that stage should
delay tone-discrimination responses as much as picture-naming
responses; but if a word-production stage is not subject to the
bottleneck, then dlowing that stage should slow tone-
discrimination responses less than picture-naming responses. |f
none of the stages of word production show bottleneck effects,
then it would suggest that word production does not cause dual-
task interference and thus operates modularly with respect to other
ongoing processes. But if some or all of the processing stages of
word production are sensitive to the central bottleneck, it would
suggest that even highly practiced and specialized processes like
those involved in language production do not operate modularly,
but rather impose central processing demands that hinder the
performance of other concurrently performed tasks.

Experiment 1

In Experiment 1, participants named pictures in a rebus-style
task, based on the materials and procedure of Experiment 2 in
Griffin and Bock (1998). Participants read full sentences one word
at a time from the computer screen, where the last word of the
sentence was replaced by a picture that the participant was to name
as quickly as possible. We manipulated cloze constraint by pre-
ceding the pictures to be named with sentences that strongly
constrained (high-constraint cloze sentences) or weakly con-
strained (low-constraint cloze sentences) the identity of the fol-
lowing picture (e.g., bed is strongly constrained by Bob was tired,
so hewent to. .., but isweakly constrained by she saw a picture
of a...). We aso manipulated whether participants named pic-
tures with high-frequency names (e.g., bed) or low-frequency
names (e.g., bone). Griffin and Bock observed an interaction
between cloze constraint and lexical frequency, such that pictures
were named faster after high-constraint cloze sentences than after
low-constraint cloze sentences; and after low-constraint cloze sen-
tences only, pictures with high-frequency names were named
faster than pictures with low-frequency names.

Within a model like that shown in Figure 1, cloze constraint
should primarily affect the efficiency of lemma selection. A high-
constraint cloze sentence allows the meaning of upcoming material
to be anticipated. In the model shown in Figure 1, thisimplies that
ahigh-constraint cloze sentence will preactivate alarger number of
the conceptual features for a to-be-produced name. If more of the
conceptual features that connect to a given lemma are active at the
time that the picture is to be named, the target lemma should
accrue activation more quickly and therefore be selected sooner.?

Supporting evidence for this hypothesis comes from the obser-
vation that speakers hesitate less before producing a word that is
more predictable from its sentence context (Goldman-Eisler, 1968;
Schacter, Christenfeld, Ravina, & Bilous, 1991; Schacter, Rau-
scher, Christenfeld, & Crone, 1994). If we assume that hesitations
reflect amomentary inability to select an intended lemma, then this
observation suggests that highly predictable sentence contexts
make lemma selection easier. Other supporting evidence comes
from a study by Federmeier and Kutas (2001), who had partici-
pants view pictures at the end of cloze sentences while measuring
brain responses with event-related potentials (ERPs). They tested
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three kinds of pictures: those that were expected on the basis of the
cloze sentence, those that were unexpected but came from the
same conceptua category as the expected completion, and those
that were equally unexpected but came from a different conceptual
category as the expected completion. They found that the ERP
response to the same-category unexpected pictures was closer to
the ERP response to the expected pictures than the ERP response
to the different-category unexpected pictures. This suggests that
cloze sentences lead to the expectation of information that is
organized along conceptual lines.

In contrast, lexical frequency seems to affect phonological
word-form selection. Evidence for this comes from the homophone
frequency-inheritance effect (Jescheniak & Levelt, 1994). Homo-
phones, like the high-frequency week and the low-frequency weak,
have distinct lemma representations, because they are different
words with different meanings and can have different syntactic
features (e.g., one word is a noun, whereas the other is an adjec-
tive). However, they share phonological word forms, sincethey are
phonologically identical. Notice that with this representational
organization, the weak lemma representation is accessed only
when a speaker produces the specific word weak. Thus, if fre-
quency affects the speed of lemma selection, weak should be
produced as slowly as other comparable low-frequency words. In
contrast, the shared phonological word from /wi:k/ is accessed
each time a speaker produces weak or week; thus, if frequency
affects the speed of phonological word-form selection, a low
frequency homophone like weak should be produced as quickly as
would be predicted from the combined (high) frequency of both
weak and week. In fact, the latter result was found by Jescheniak
and Levelt (1994), suggesting that lexical frequency specifically
affects how quickly speakers access phonological word forms (see
also del Viso, Igoa, & Garcia-Albea, 1991, and Dell, 1990, for
supporting speech-error evidence).

Picture-naming performance was assessed in a dual-task para-
digm. On each trial, participants hamed pictures aloud and dis-
criminated one of three different pitched tones that began 50, 150,
or 900 ms after picture onset. The 50- and 150-ms SOAs were
chosen so that postponement was likely to occur on al trials, so
responses were expected to be approximately 100 ms slower in
Task 2 in the 150-ms SOA condition than in the 50-ms SOA
condition; the 900-ms SOA condition was chosen to show dimin-
ished slowing as task overlap decreased markedly. Participants
were instructed to name the picture as quickly as possible while
promptly identifying the tone as low, medium, or high with a
button press. Thus, Task 1 was picture naming (in which the
picture is presented at the end of a cloze sentence), whereas Task 2
was tone discrimination. If the tasks generally are subject to the
central bottleneck, then a standard PRP effect (illustrated in Figure
2A) should be observed: Tone responses (but not picture-naming
responses) should slow as the difference between picture and tone
onsets decreases. Furthermore, as illustrated by the logic depicted
in Figure 2B, if lemma selection specifically is subject to the
central bottleneck, then the cloze-constraint manipulation should

2 This account can be made compatible with approaches to conceptual
structure that assume nondecompositional representations by claiming that
a high-constraint cloze sentence activates a lexical item’s conceptual
representation more strongly than a low-constraint cloze sentence does.
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not only affect the speed of picture-naming responses, but it should
also affect the speed of tone-discrimination latencies by about the
same amount. Similarly, if phonological word-form selection is
subject to the central bottleneck, then lexical frequency should
affect the speed of picture-naming responses and tone-
discrimination responses by about the same amount.

Method

Participants. Sixty members of the University of California, San Di-
ego (UCSD), community participated in Experiment 1. Participants re-
ceived class credit for participation. All participants reported learning
English as their first language.

Apparatus. Stimuli were presented and responses collected using Psy-
Scope 1.2.5 (Cohen, MacWhinney, Flatt, & Provost, 1993). The software
was run on Macintosh 6500/250 computers with 17-in. color monitors.
Auditory stimuli were presented through integrated speakers set immedi-
ately below the monitor screen. Voice responses were collected with a
Shure SM10A unidirectional headworn microphone that provided input to
a Marantz PMD201 standard cassette recorder (for recording voice re-
sponses) and a PsyScope response box (for measuring voice onset laten-
cies). The voice key was calibrated separately for each participant. Button-
press responses were measured using the three buttons on the PsyScope
response box (which are colored red, yellow, and green from left to right).
Picture-naming accuracy was evaluated with paper and pen by an experi-
menter who monitored experiment performance in the same room with the
participant. The tape recording was used to recover any responses that were
missed by the experimenter.

Materials. For the picture-naming task, materials were taken from
Griffin and Bock (1998). The picture set included 30 pictures with high-
frequency names and 30 with low-frequency names. The high- and low-
frequency-name pictures were matched for picture-name agreement and
for object-decision latencies, and the high- and low-frequency names
themselves were closely matched for length in syllables, length in pho-
nemes, and initial phoneme (see Griffin & Bock, 1998). The mean lexical
frequency of the high-frequency pictures was 110 occurrences per million
according to the CELEX spoken-frequency word count (Baayen, Piepen-
brock, & van Rijn, 1993) and 183 occurrences per million according to
Francis and Kucera (1982), whereas the lexica frequency of the low-
frequency pictures was 15 and 28 occurrences per million according to the
two counts, respectively.

The cloze-sentence frames were the same as those in Griffin and Bock
(1998). The high-constraint cloze-sentence frames for the high- and low-
frequency-name pictures were matched on cloze probability, both when
measured as first-response probability (.85 vs. .93) or as first-three-
response probability (.97 vs. .98). The low-constraint cloze sentences were
designed to be compatible with ailmost any imageable entity. The complete
set of materials is reported in Griffin and Bock.

Design and analysis. Experiment 1 included three independent vari-
ables: cloze constraint (high and low), lexical frequency (high and low),
and tone SOA (50, 150, or 900 ms). All independent variables were
manipulated within participants (counterbalanced across items), cloze con-
straint and tone SOA were manipulated within items (counterbalanced
across participants), and lexical frequency was manipulated between items.
Each participant saw each picture stimulus once, so that across the 60
stimuli, they saw 5 stimuli in each experimental condition. The picture
stimuli were rotated through the within-item factors, such that across the 60
participants, each picture was presented in each within-participant exper-
imental condition 10 times.

Response latencies and accuracies were measured for each task. Any
trial on which the participant did not accurately name the picture and
discriminate the tone was removed from response-latency anaysis (a total
of 11.4% of trials). The picture-naming latency analysis did not include any
trial on which the voice key did not accurately detect the picture-naming

1191

response (2.1% of correct trials) or in which the picture-naming latency
was greater than 2,000 ms (an additional 0.8% of correct trials), and the
tone response-latency analysis did not include any button-press latency
greater than 3,000 ms (0.7% of correct observations). We report error
performance in Tables 1 and 2, with 95% confidence interval halfwidths
(Cls) to assist comparison. Because no theoretical implications follow
specifically from the error rates, we do not discuss them further.

Both measures for both tasks were analyzed with three-way 2 X 2 X 3
analyses of variance (ANOVAS), using both participants (F1) and items
(F2) as random variables. The ANOVA designs for each analysis corre-
spond to the materials design described above. The effect of frequency was
evaluated with planned comparisons of the high- and low-frequency con-
ditions within each level of cloze constraint. We report variability with
95% confidence interval halfwidths based on single degree-of-freedom
comparisons, for participants and for items. All effects reported as signif-
icant reached the .05 significance level, unless noted otherwise. All re-
ported means are calculated across participant condition means.

Procedure. Each trial began with the message “(yellow button).”
When the participant pressed the yellow button on the response box, the
screen blanked for 1,000 ms, and then each word of the cloze sentence was
presented in the center of the screen for 285 ms in immediate succession,
asin rapid serial visua presentation (RSVP) paradigms. The sentence was
presented in bold, Courier 14-point font. The picture stimulus immediately
replaced the final word of the cloze sentence, and participants were
instructed to name it as quickly as possible. The picture remained on the
screen until the voice key detected a response. Pictures were presented in
a different randomly determined order for each participant.

The auditory stimulus for tone discrimination was presented 50, 150, or
900 ms after picture onset. The tone was 285 msin duration and was either
low (180 Hz), medium (500 Hz), or high (1200 Hz) in pitch. The pitch of
the tone that participants heard varied randomly between trials, though
each participant was presented with an equal number of each pitch across
the 60 trials. Participants were instructed to identify the pitch of the tone
promptly, while still naming the picture as quickly as possible. The
response buttons were labeled “low,” “medium,” and “high” from left to
right, which participants pressed with the index finger of the left hand and
the index and middle fingers of the right hand, respectively. Each trial
ended when both a voice-key response and a button-press response was
registered. The next trial began following a 500-ms delay. All 60 triasin
the experimental session were presented in a single block.

Each experimental session began with interactive instructions and a
practice session. Participants first practiced tone discrimination aone
for 45 trials (15 trias of each pitch). They then were given 30 dual-task
practice trials that were identical in structure to the experimental trials
described above, but with different pictures and different moderately
constraining cloze sentences. Including practice, the experimental session
|asted approximately 35 min.

Results

Figure 3 shows the mean picture-naming and tone-
discrimination response latencies as a function of tone SOA, cloze
constraint, and lexical frequency. Error rates are shown in Table 1.

Task 1 performance. The solid lines illustrate picture-naming
(Task 1) performance. Participants named pictures 158 ms more
slowly after low-constraint cloze sentences (filled symbols) than
after high-constraint cloze sentences (open symbols). In the low-
constraint condition, participants named pictures with low-
frequency names (filled sguares) 60 ms more slowly than pictures
with high-frequency names (filled circles), whereas in the high-
constraint condition, participants’ low- and high-frequency naming
times were about equal (an 18-ms difference in the reverse direc-
tion). Tone SOA had little effect on picture-naming latencies.
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Figure 3. Picture-naming and tone-discrimination latencies as a function

of task stimulus onset asynchrony (SOA), cloze constraint, and lexical
frequency, from Experiment 1. Error bars indicate standard errors.

Statistical analyses of picture-naming response times confirmed
these observations. The main effect of cloze constraint was sig-
nificant, F1(1, 59) = 187, Cl = £23 ms; F2(1, 58) = 125, Cl =
+29 ms, whereas the main effect of frequency was significant by
participants only, F1(1, 59) = 7.9, Cl = =15ms; F2(1, 58) = 1.8,
Cl = =45 ms. Theinteraction between cloze constraint and lexical
frequency was also significant, F1(1, 59) = 16.4, Cl = =27 ms,
F2(1, 58) = 8.6, CIl = =31 ms. In the low cloze-constraint
condition, low-frequency-name pictures were named significantly
more sowly than high, F1(1, 59) = 19.6, F2(1, 58) = 125,
whereas in the high cloze-constraint condition, the naming-time
difference between the two frequency conditions was not signifi-
cant, F1(1, 59) = 1.7, F2(1, 58) < 1. The effect of tone SOA was
significant only by items, F1(2, 118) = 1.4, Cl = =25 ms; F2(2,
116) = 4.4, Cl = =22 ms, and it did not interact with any other
factor (al ps > .1). Although the Cloze Constraint X Lexical
Frequency interaction appears to be weaker in the 150-ms tone
SOA condition (see Figure 3), the three-way interaction between
tone SOA, cloze constraint, and lexical frequency was not signif-
icant, F1(2, 118) = 2.4, Cl = =38 ms, p < .1; F2(2, 116) = 2.3,
Cl = =41 ms, p < .11.

Task 2 performance. The dashed lines in Figure 3 illustrate
tone-discrimination (Task 2) performance. A substantial PRP ef-
fect was evident (the slope of the dashed lines), as participants
discriminated tones 472 ms more slowly when tone onset followed
picture onset by 50 ms, compared to when it followed by 900 ms
(the difference between the 50-ms and the 150-ms SOA conditions
was 74 ms, consistent with virtually complete postponement oc-
curring on the great majority of trials). The interaction between
cloze constraint and lexical frequency observed with picture-
naming times occurred al so with tone-response times: Participants’
tone responses were 180 ms slower in the low-constraint cloze-
sentence condition than in the high (compared with a 158-ms
difference in picture-naming times). In the low-constraint cloze-
sentence condition, tone responses were 74 ms slower in the
low-frequency picture-name condition than in the high (compared
with a 60-ms difference in picture-naming times), whereas in the
high-constraint cloze-sentence condition, tone responses showed a
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29-ms reverse frequency effect (compared with an 18-ms differ-
ence in the same direction with picture-naming times).

Statistical analyses of the tone response times confirmed these
observations. The main effect of tone SOA was significant, F1(2,
118) = 458.2, Cl = =33 ms, F2(2, 116) = 474.1, Cl = +34ms.
Tone SOA interacted significantly with constraint, F1(2,
118) = 7.9, Cl = =42 ms; F2(2, 116) = 4.9, Cl = =52 ms, asthe
difference between the constraint conditions decreased with in-
creasing tone SOA. No other interaction with tone SOA was
significant (all ps > .1). The main effect of cloze constraint was
significant, F1(1, 59) = 137.1, Cl = =31 ms,; F2(1, 58) = 75.5,
Cl = =44 ms, whereas the main effect of frequency was signifi-
cant only by participants, F1(1, 59) = 4.8, Cl = =21 ms; F2(1,
58) = 1.3, Cl = =65 ms. The interaction between cloze constraint
and lexical frequency was significant, F1(1, 59) = 13.5, Cl = £40
ms; F2(1, 58) = 9.1, Cl = =62 ms. In the low-constraint cloze-
sentence conditions, tone responses were significantly slower in
the low-frequency picture-name condition than in the high, F1(1,
59) = 13.9; F2(1, 58) = 11.0, whereas in the high-constraint
cloze-sentence conditions, tone response times in the low- and
high-frequency picture-name conditions did not differ, F1(1,
59) = 2.1; F2(1, 58) < 1.

Discussion

The results of Experiment 1 are straightforward: Picture naming
(Task 1) showed a characteristic interaction (Griffin & Bock,
1998) between cloze constraint (a lemma selection factor) and
lexical frequency (a phonological word-form selection factor). The

Table 1
Mean Number of Errors per Participant for Each Level of Tone
SOA, Lexical Frequency, and Cloze Probability in Experiment 1

Cloze probability

Tone SOA and
lexical frequency Low High
Picture naming
50 ms
Low 0.43 0.08
High 0.18 0.12
150 ms
Low 0.37 0.07
High 0.20 0.20
900 ms
Low 0.27 0.10
High 0.23 0.15
Tone discrimination
50 ms
Low 0.45 0.30
High 0.37 0.35
150 ms
Low 0.67 0.42
High 0.37 0.33
900 ms
Low 0.42 0.38
High 0.47 0.32

Note. The three-way interaction had a 95% confidence interval hafwidth
of 0.17 errors per participant for picture naming and 0.21 errors per
participant for tone discrimination. SOA = stimulus onset asynchrony.
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critical finding was that both components of this interaction in
Task 1 propagated onto Task 2 latencies. Task 2 latencies were
slower when pictures were named in the low-constraint cloze-
sentence condition compared with the high-constraint cloze-
sentence condition; and in the low-constraint cloze condition,
Task 2 latencies were slower when pictures with low-frequency
names were named. The propagation of both a lemma-selection
effect and a phonological word-form selection effect onto Task 2
performance suggests that both lemma selection and phonological
word-form selection are subject to the central bottleneck. That is,
critical processing stagesin Task 2 cannot begin at least until both
lemma selection and phonological word-form selection are com-
plete; any delays incurred by the word-production system up to
that point are passed on to an unrelated second task.

An unusual aspect of the results in both tasks was the dight
reversal of the frequency effect in the high-constraint cloze-
sentence condition. Griffin and Bock (1998) found this same
reversal and suggested that it is due to the fact that the high-
constraint cloze sentences for the low-frequency-name pictures are
dlightly more constraining than the high-constraint cloze sentences
for the high-frequency-name pictures.

Next, in Experiment 2, we determined whether the stage of
phoneme selection is also subject to a central processing bottle-
neck. At the same time, Experiment 2 was designed to provide
converging evidence about the bottleneck effects that come from
lemma selection by manipulating the speed of lemma selection
differently in Experiment 2 than in Experiment 1.

Experiment 2

Another way to manipulate the efficiency of the separate pro-
cessing stages of word production isto use the Stroop-like picture—
word interference task. Here, speakers name line-drawn pictures at
the same time that they are presented with (and are instructed to
ignore) a near-simultaneous distractor word (which can be pre-
sented auditorily or visually, though we used visual presentation to
avoid conflicts with the Task 2 tone stimuli). Any distractor word
presented with a picture slows picture naming, compared to when
pictures are named aone. If the distractor word is similar in
meaning, or is conceptualy related to the picture (e.g., couch for
bed), then picture naming is slowed even more than with an
unrelated distractor (e.g., Cutting & Ferreira, 1999; Damian &
Martin, 1999; Rayner & Springer, 1986; Roelofs, 1992; Schriefers,
Meyer, & Levelt, 1990). On the other hand, if the distractor word
issimilar in sound, or is phonologically related to the name of the
picture (e.g., bend for bed), then picture naming is slowed less than
with an unrelated distractor (e.g., Damian & Martin, 1999; A. S.
Meyer & Schriefers, 1991; Schriefers et al., 1990).

The slowing that occurs with conceptually related distractors (as
compared with unrelated distractors) has been taken to reflect
interference in the process of lemma selection (e.g., Cutting &
Ferreira, 1999; Levelt et al., 1999; Roelofs, 1992; Schrieferset al.,
1990). This follows from the model shown in Figure 1. In such
models, a conceptualy related distractor shares conceptua fea-
tures with the to-be-named picture, whereas an unrelated distractor
does not. Thus, when a conceptually related distractor is presented
aong with atarget picture, the distractor’s lemma representation
receives activation from two sources: the distractor presentation
itself and the conceptual representation of the target picture. Con-

1193

versely, when an unrelated distractor is presented along with a
target picture, its lemma representation receives activation only
from distractor presentation and not from the conceptual represen-
tation of the target picture. Thus, as the name of the picture is
produced, the lemma of a conceptually related distractor word will
be more active than the lemma of an unrelated distractor. This
additional activation of the conceptualy related distractor lemma
will especially slow target lemma selection because of latera
inhibition among coactive lemmas (e.g., Cutting & Ferreira, 1999)
or because of a choice-ratio selection threshold (e.g., Roelofs,
1992). Support for this characterization comes from the fact that
while conceptually related distractors slow production compared
with unrelated distractors, the effect of associatively related dis-
tractors (sleep for bed) is much less consistent (Cutting & Ferreira,
1999; La Heij, Dirkx, & Kramer, 1990; Lupker, 1979; Wheeldon
& Monsell, 1994). Furthermore, even though conceptually related
distractors slow picture naming, they have no effect on the speed
of object recognition (Humphreys, Lloyd-Jones, & Fias, 1995;
Lupker, 1988; Schriefers et al., 1990).

On the other hand, the facilitation that occurs with phonologi-
cally related distractors (compared with unrelated distractors) has
been taken to reflect faster phoneme selection (Cutting & Ferreira,
1999; Levelt et al., 1999; A. S. Meyer & van der Meulen, 2000).
Evidence for the claim that phoneme selection specificaly is
involved in such facilitation (rather than, say, phonological word-
form selection) comes from the fact that picture-naming times
decrease not only with the presentation of a whole word that is
similar in sound, but also with the presentation of aword fragment
(e.g., Schriefers & Teruel, 1999). Note that word fragments are not
represented in the production lexicon. Hence, phonologically sim-
ilar distractors are effective during phoneme selection because
phonemes are the first representations that phonologically related
words and word fragments share.

In Experiment 2, we used the procedure of Damian and Martin
(1999, Experiment 2). We presented the distractor words at two
different times (relative to picture onset) so that we would have a
better chance of uncovering both conceptual interference and pho-
nological facilitation because, as noted above, the strength of each
kind of effect varies with distractor onset. To assess whether
lemma and phoneme selection are subject to a central processing
bottleneck, we had participants perform this picture-naming task as
Task 1; Task 2 was the same tone-discrimination task as in
Experiment 1. If lemma selection is subject to the central bottle-
neck (as suggested by the results of Experiment 1), then tone-
discrimination responses should be slowed by conceptually related
distractors as much as picture-naming responses are. The new
question is whether phoneme selection is aso subject to the central
bottleneck. If so, then phonologically related distractors should
affect the speed of tone responses as much as they affect the speed
of picture-naming responses.® Conversely, if phonologically re-
lated distractors do not affect the speed of tone-discrimination
responses (while still affecting the speed of picture-naming re-
sponses), it would imply that phoneme selection is not subject to
the central bottleneck.

3 Note that the logic of Figure 2 does not depend on whether an
experimental manipulation speeds or slows a particular processing stage.
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Method

Participants.  Forty-eight new participants taken from the UCSD pop-
ulation participated in Experiment 2.

Apparatus. The same apparatus used in Experiment 1 was used in
Experiment 2, except auditory stimuli were presented through separate
preamplified speakers (Optimus Model PRO-X55AV) placed immediately
beside the monitor.

Materials. The picture-naming materials were taken from Damian and
Martin (1999, Experiment 2) except that one picture (ring) was eliminated
at random so that the number of conditions would divide evenly into the
number of presented pictures. The picture set consisted of 27 highly
nameable line-drawn pictures taken from the Snodgrass and Vanderwart
(1980) picture set, each measuring approximately 3 in. X 3 in. Three
distractor words were assigned to each picture: (a) a conceptually related
distractor word that was taken from the same semantic category as the
picture, (b) a phonologically related distractor word that shared at |east the
two initial phonemes of the picture name, and (c) an unrelated distractor
word that bore no obvious relationship to the picture meaning or the picture
name. The words in the three distractor conditions were matched in terms
of length in phonemes and length in letters. All materials are reported in
Damian and Martin.

Design and analysis. Experiment 2 included three independent vari-
ables: (a) distractor relatedness (conceptually related, phonologically re-
lated, or unrelated), (b) distractor SOA (0 ms, with simultaneous picture
and distractor-word onset, or 100 ms, in which the distractor-word onset
followed picture onset by 100 ms), and (c) tone SOA (50, 150, or 900 ms,
as in Experiment 1). Asin Damian and Martin (1999), distractor related-
ness and distractor SOA were manipulated completely within participants
and within items. Tone SOA was also manipulated within participants but
counterbalanced with the other two factors across participants and items (to
avoid tripling the number of presentations of each picture). Thus, partici-
pants saw each picture six times in the main experiment: twice in each
distractor-relatedness condition and three times in each distractor-SOA
condition. The counterbalancing of tone SOA was such that participants
saw each picture twice in each tone SOA condition, though the tone SOA
manipulation was not confounded with any component of the distractor
relatedness by distractor SOA interaction. In al, each participant saw nine
itemsin each cell of the three-factor design, and across the 48 participants,
each picture appeared in each cell 16 times.

The dependent variables, statistical analyses, and reporting conventions
were the same as in Experiment 1, except that the threeeway ANOVA
designs were 2 X 3 X 3 in Experiment 2. We used pairwise comparisons
to evaluate conceptual interference (conceptually related vs. unrelated) and
phonological facilitation (phonologically related vs. unrelated) within each
distractor-SOA condition. We excluded 11.9% of trials from the latency
analyses because participants were not accurate on picture naming and on
tone discrimination, 2.1% of correct trials because the voice key did not
accurately measure the voice response (for the picture-naming latency
analyses), 0.4% of correct trials because the picture-naming latency was
greater than 2,000 ms (for the picture-naming latency analyses), and 0.2%
of trials because the tone-discrimination latency was greater than 3,000 ms
(for the tone-discrimination latency analyses).

Procedure. The picture-naming procedure followed Damian and Mar-
tin (1999, Experiment 2). Each trial began with a fixation point in the
center of the screen for 1,000 ms. The picture stimulus appeared 500 ms
after fixation point offset and remained on the screen until the voice key
detected a response. The distractor word was presented in bold, Courier
14-point font simultaneous with, or 100 ms after, the onset of the picture.
The distractor remained on the screen for 200 ms and was then replaced by
a 500-ms visual mask, consisting of seven uppercase Xs. The distractor
SOA manipulation was blocked across trials, so that the first half of the
experiment occurred with one distractor SOA and the second half with the
other. Half of the participants saw each order of distractor SOA blocks.
Participants were instructed to name the picture as quickly as possible and
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to ignore the visual distractor word. Pictures were presented in a fixed,
randomly generated order, constrained so that participants never saw more
than three consecutive trials in any distractor-relatedness condition.

The details of tone presentation were the same as in Experiment 1. After
the participant provided a picture-naming and button-press response, the
experimenter recorded picture-naming accuracy and voice-key accuracy by
pressing a key on the computer keyboard.

At the beginning of each session, participants were presented with all 27
pictures from the experiment, one at a time, aong with its name. Partici-
pants were instructed to study each picture and name long enough so that
they could accurately name the picture. Participants were then given
practice at tone discrimination, as in Experiment 1. After interactive
instructions, participants proceeded through two practice phases in which
they saw the same 27 pictures to name as in the main experiment, in
different, fixed, randomly determined orders, and heard the tones to dis-
criminate. In the first phase, no distractors were presented, whereas in the
second, a new unrelated distractor was presented 0 ms or 100 ms after
picture onset. The entire session lasted approximately 30 min.

Results

Figure 4 shows the mean picture-naming and tone-discrim-
ination response latencies as a function of distractor type and tone
SOA separately for the 0-ms distractor SOA condition (Panel A)
and the 100-ms distractor SOA condition (Panel B). Error rates are
reported in Table 2.

Task 1 performance.  Figure 4 illustrates picture-naming laten-
cieswith solid lines. At both distractor SOAs, conceptually related
distractors (marked with squares) slowed picture-naming latencies
compared with unrelated distractors (marked with Xs), though the
effect was larger in the 0-ms distractor SOA condition (72 ms)
than in the 100-ms distractor SOA condition (28 ms). Conversely,
phonological distractors (marked with circles) facilitated picture-
naming times compared with unrelated distractors both in the 0-ms
distractor SOA condition (by 47 ms) and in the 100-ms distractor
SOA condition (by 56 ms). Tone SOA had little effect on picture
naming.

Statistical analyses of the picture-naming response latencies
confirm these observations. The main effect of distractor related-
ness was significant, F1(2, 94) = 975, Cl = =14 ms; F2(2,
52) = 49.9, CI = =19 ms, whereas the main effect of distractor
SOA was significant by items only, F1(1, 47) = 2.3, Cl = =16
ms; F2(1, 26) = 9.9, Cl = +9 ms. The interaction between these
two factorswas significant, F1(2, 94) = 12.5, Cl = £13ms, F2(2,
52) = 6.5, Cl = =20 ms, reflecting the fact that only conceptually
related distractors were sensitive to the distractor SOA manipula
tion (a 38-ms difference; the phonologically related and unrelated
distractors showed 4-ms and 5-ms differences, respectively). Con-
ceptual interference (conceptually related vs. unrelated distractor
conditions) was significant in the 0-ms distractor SOA condition,
t1(94) = 10.9; t2(52) = 6.8, and was significant by participants
only in the 100-ms distractor SOA condition, t1(94) = 4.2;
t2(52) = 2.0. Phonological facilitation (phonologically related vs.
unrelated distractor conditions) was significant both in the 0-ms
distractor SOA condition, t1(94) = 7.1; t2(52) = 4.7, and in the
100-ms distractor SOA condition, t1(94) = 8.5; t2(52) = 5.6. The
effect of tone SOA was significant only by items, F1(2, 94) = 0.7,
Cl = £32ms; F2(2,52) = 3.9, Cl = =13 ms, and did not interact
with any other factor (al ps > .1).

Task 2 performance. Tone-discrimination performance is il-
lustrated with dashed lines in Figure 4. A substantial PRP effect
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Figure4. Picture-naming and tone-discrimination latencies as a function
of task stimulus onset asynchrony (SOA), distractor relatedness, and dis-
tractor SOA, from Experiment 2. Error bars indicate standard errors. A: 0
ms, B: 100 ms.

was observed (the slope of the dashed lines), as tone-
discrimination responses were 484 ms slower when tone onset
followed picture onset by 50 ms compared to when it followed by
900 ms (the difference between the 50-ms and 150-ms SOA
conditions was 84 ms). As observed in the picture-naming task,
conceptually related distractors affected the speed of tone-
discrimination responses (compared with unrelated distractors). In
the O-ms distractor SOA condition, tone-discrimination response
times were 126 ms slower in the conceptually related than in the
unrelated distractor conditions (compared with a 72-ms difference
in picture naming), and in the 100-ms distractor SOA condition,
tone-discrimination response times were 66 ms slower in the
conceptually related distractor condition than in the unrelated
distractor condition (compared with a 28-ms difference in picture
naming). In contrast, unlike in the picture-naming task, phonolog-
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ically related distractors had little effect on tone-discrimination
responses. In the 0-ms distractor SOA condition, phonological
distractors slowed tone-discrimination responses by 14 ms (at the
same time as they facilitated picture-naming by 47 ms), and in the
100-ms distractor SOA condition, phonological distractors facili-
tated tone-discrimination responses by only 20 ms (compared with
a 56-ms facilitatory effect in picture naming).

Statistical analyses of tone-discrimination response latencies
confirm these observations. The PRP effect was supported by a
significant effect of tone SOA, F1(2, 94) = 690.3, Cl = +28 ms;,
F2(2, 52) = 8084, Cl = =26 ms. Tone SOA aso interacted
significantly with distractor relatedness, F1(4, 188) = 6.6, Cl =
+33ms; F2(4, 104) = 5.6, Cl = =36 ms, reflecting the fact that
conceptually related distractors slowed tone-discrimination re-
sponses less (compared with unrelated distractors) as tone SOA
increased. The main effect of distractor relatedness was signifi-
cant, F1(2, 94) = 59.8, Cl = =20 ms; F2(2, 52) = 35.9, Cl =
+26 ms, whereas the main effect of distractor SOA was only
marginaly significant by items, F1(1, 47) = 1.0, Cl = £26 ms;
F2(1, 26) = 3.1, Cl = =14 ms, p < .1. Distractor relatedness and
distractor SOA interacted significantly, F1(2, 94) = 4.3, Cl =
+29 ms; F2(2, 52) = 3.2, Cl = =32 ms, as conceptually related
distractors were sensitive to the distractor SOA manipulation (a

Table 2
Mean Number of Errors per Participant for Each Level of Tone
SOA, Digtractor Relatedness, and Distractor SOA in Experiment 2

Distractor SOA
Tone SOA and
distractor relatedness 0 ms 100 ms
Picture naming
50 ms
Conceptual 0.31 0.29
Phonological 0.06 0.15
Unrelated 0.13 0.00
150 ms
Conceptual 0.29 0.23
Phonological 0.08 0.00
Unrelated 0.08 0.06
900 ms
Conceptual 0.21 0.27
Phonological 0.02 0.02
Unrelated 0.04 0.15
Tone discrimination
50 ms
Conceptua 0.92 0.92
Phonological 0.94 0.77
Unrelated 0.81 0.75
150 ms
Conceptua 1.10 0.81
Phonological 0.96 0.81
Unrelated 0.73 0.69
900 ms
Conceptua 0.58 0.92
Phonological 0.63 0.69
Unrelated 0.52 0.83

Note. The three-way interaction had a 95% confidence interval hafwidth
of 0.18 errors per participant for picture naming and 0.33 errors per
participant for tone discrimination. SOA = stimulus onset asynchrony.



1196

42-ms difference), whereas phonologically related and unrelated
distractors were not (16-ms and 18-ms differences, respectively).
Conceptual interference was significant both in the 0-ms distractor
SOA condition, t1(94) = 8.7; t2(52) = 7.5, and in the 100-ms
distractor SOA condition, t1(94) = 4.5; t2(52) = 4.0. Conversely,
phonological facilitation was not significant in either distractor
SOA condition, 0 ms: t1(94) = 1.0; t2(52) = 0.7, 100 ms:
t1(94) = 1.4; t2(52) = 1.4. The only other significant effect was
the Distractor Relatedness X Tone SOA interaction, F1(4,
188) = 6.6, Cl = £33 ms; F2(4, 104) = 5.6, Cl = =36 ms, that
is due to the small crossover of the phonologically related and the
unrelated conditions from the 150-ms tone SOA condition to the
900-ms tone SOA condition. No other effects approached signif-
icance (al ps > .1).

Discussion

Experiment 2 shows that when picture naming was slowed by
conceptually related distractors, tone-discrimination latencies too
were slowed by a comparable amount. In contrast, when picture
naming was facilitated by phonologically related distractors, tone-
discrimination latencies were unaffected. Hence, these results sug-
gest that lemma selection is subject to the central processing
bottleneck (converging with the conclusion from Experiment 1),
whereas phoneme selection is not. The implications of this result
for the modular versus central nature of word production is ex-
plored in the General Discussion.

An unexpected aspect of the results from Experiment 2 is that
conceptually related distractors appeared to affect the speed of
tone-discrimination responses substantially more than they af-
fected the speed of picture-naming responses (by 89 ms in tone
discrimination vs. 48 msin picture naming, when collapsed across
al other factors). This is not simply because tone-discrimination
response latencies were slower overall, as this greater difference
also occurred in the 900-ms SOA condition (69 ms in tone dis-
crimination vs. 40 ms in picture naming), in which overal re-
sponse latencies for the two measures are comparable. (Note that
the larger overall effectsin tone discrimination in Experiment 1 are
likely to be due to such scaling factors, as is apparent from
performance in the 900-ms tone SOA condition.) This effect might
be due to postresponse monitoring processes that are subject to the
central bottleneck (e.g., Welford, 1952). That is, if on some trials
naming responses are subsequently monitored by participants for
accuracy, and if the monitoring processes are subject to the central
bottleneck and begin before the bottleneck-sensitive processing
stages of the tone-discrimination task, then that postresponse mon-
itoring would slow tone discrimination beyond what is reflected by
picture naming latencies. It would not be surprising if the concep-
tually related distractor condition made postresponse monitoring
especialy likely, as conceptually related distractors should engen-
der the most uncertainty about the accuracy of the picture-naming
response (and indeed, the conceptually related distractors led to the
largest number of picture-naming errors, see Table 2). However,
more research is necessary to determine whether this explanation
is correct.

Another notable aspect of the results from both experiments
concerns the propagation effects that appeared when the tone SOA
was 900 ms. Specifically, because mean picture-naming times
were less than 900 ms, propagation was observed even when a
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significant proportion of trials involved tones that began after the
picture-naming response was initiated. Note, however, that PRP
effects (and propagation effects) might be expected to outlive
response times because of postresponse monitoring (Welford,
1952, 1980), because of a postresponse refractory period (Rabbitt,
1969), or because the process of switching from a Task 1 response
to a Task 2 response is relatively slow (Pashler, 1998).*

Finally, one concern about both experiments comes from the
possibility that tone discrimination might be linguistically medi-
ated (especialy because the button responses were labeled with
words). If so, then the dual-task interference observed here might
not reflect the influence of alinguistic task on anonlinguistic task.
However, this explanation is rendered unlikely by the fact that the
response mapping was compatible (low, medium, and high pro-
ceeded from left to right), so that after practice participants almost
never looked at the button labels. It is also notable that in the
900-ms SOA condition in Experiment 2, tone-discrimination re-
sponse times were slightly faster than picture-naming times, sug-
gesting that tone-discrimination performance is unlikely to involve
an extra processing step (tone percept to verbal label to button
press), compared with picture-naming performance (picture per-
cept to verbal label).

General Discussion

The experiments presented here make three points: First, the
word-production stage of lemma selection is subject to a central
processing bottleneck. In Experiment 1, not only were pictures
presented after low-constraint cloze sentences named more slowly
than those presented after high-constraint cloze sentences, but
Task 2 tone-discrimination responses were also affected similarly.
Also, in Experiment 2, conceptually related distractor words pre-
sented in the picture-word interference task not only slowed
picture naming compared with unrelated distractor words, but they
also slowed Task 2 tone-discrimination responses as well. Second,
phonological word-form selection is also subject to the central
bottleneck. In Experiment 1, not only were low-frequency picture
names produced more slowly than high-frequency picture names
(in the low-constraint cloze sentence condition), but tone-
discrimination latencies were also slower when speakers named
low- rather than high-frequency-name pictures. Third, and in con-
trast, phoneme selection is not subject to the central bottleneck. In
Experiment 2, pictures were named more quickly when a phono-
logically related distractor word was presented, but tone-
discrimination responses were not systematically affected. This
pattern of sensitivity of the processing stages of word production
to the central bottleneck is illustrated in PRP terms in Figure 5.

These results thus show that some of the processing stages of
word production use central-processing mechanisms. That is,
while lemmarselection processes narrow down an active set of
conceptual features to an optimal single word, returning the syn-
tactic properties of that word, and phonological word-form selec-
tion processes retrieve a phonol ogically defined representation that

4 Also, in the 900-ms SOA condition, Task 2 response times were faster
than those of Task 1, even though propagation was still evident. Note,
however, that the logic of Figure 2 does not depend on Task 2 RTs being
longer than Task 1 RTs (e.g., if the final processing stages of Task 2 are
very short).
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specifies the morphological features of that word, central processes
in unrelated tasks cannot operate. This point is emphasized espe-
cidly by the fact that a variable as language specific as lexical
frequency affected not only performance of a linguistic task but
aso a concurrently performed nonlinguistic task. However, not all
processing stages of word production are dependent on central
mechanisms. In particular, phoneme selection seems to operate in
a more modular fashion, such that while phoneme selection pro-
cesses take the activated phonological word form and retrieve the
individual sounds of that word, central processing in unrelated
tasks can take place (though the independence may be genera to
relatively late processes; see also van Galen & ten Hoopen, 1976).
Why might this pattern of central processing and modularity
have emerged? Dual-task investigations have reveaed that pro-
cesses that give rise to central bottleneck effects generally involve
response selection rather than response execution. Response-
selection processes involve determining an appropriate response
for some input representation (e.g., Hawkins, Church, & de
Lemos, 1978; Karlin & Kestenbaum, 1968). Conversely, response-
execution processes execute a response once it is selected (e.g.,
Pashler & Christian, 1994). The results of these experiments thus
suggest that both lemma selection and phonological word-form
selection are response-sel ection processes, that is, they involve the
selection of an appropriate response in a fashion that is criticaly
similar to the response selection demands that arise in atask such
as tone discrimination. In contrast, phoneme selection is a
response-execution process, so that once a phonological word-
form is selected, response selection is complete, implying that the
intended picture-naming response has been fully determined.
Given that word production is sensitive to bottleneck effects at
al, itisnot too surprising that lemma selection involves significant
response-sel ection demands, because it isthe first stage at which a
speaker decides which word to use to express a particular concept.
The fact that phonological word-form selection involves response
selection may be because selecting a phonological word form
determines important aspects of a lexical response that can vary
from one lexical response to the next (especially considering the
prefixation, suffixation, and compounding possibilities that pho-
nological word-form representations underlie—though these are
not relevant to task performance here). Finally, the weak response-
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selection demands of phoneme selection may come from the fact
that the mapping from a phonological word form to a sequence of
phonemes is highly consistent in a language user’s experience,
especialy if the syllabic structure of that sequence of phonemesis
determined at a different processing stage (Levelt et a., 1999).

One general observation reinforces the conclusion that the pro-
cessing dynamics of lemma selection and phonological word-form
selection act as response-selection processes whereas phoneme
selection does not. In everyday speech, it is not unusual for
lemma-selection processes to halt in the middle of the speech
stream. This occurs when a speaker does not know the right word
to express some concept. Similarly, it is not uncommon for pho-
nological word-form selection processes to halt, in the familiar
tip-of-the-tongue state (e.g., Brown & McNeill, 1966; Jones &
Langford, 1987; A. S. Meyer & Bock, 1992; see Levelt, 1989, for
discussion). Here, a speaker knows the word she or he wishes to
say (i.e., the lemma has been selected), but does not know how it
sounds (the phonological word form isinaccessible). In contrast, it
seems uncommon for phoneme selection to halt in thisway. Given
that a speaker knows the overall phonological shape of the word to
be produced, it seems unusua for a speaker to stop mid-speech
stream, unable to retrieve a particular sound. This observation
suggests that both lemma selection and phonological word-form
selection involve decision processes that are sufficiently open-
ended that they sometimes do not run to completion, but that the
process of phoneme selection is a more closed process that, al-
though still error prone, nevertheless consistently operates to con-
clusion (see Pashler, 1998, for related discussion).

One further implication of thisinvestigation is that the dual-task
methodology used here can determine not only the nature of the
relationship between linguistic and nonlinguistic processes but
a so the nature of the word-production process itself. For example,
the phonological facilitation observed in Experiment 2 in principle
could have reflected either a phoneme-selection effect or a pho-
nological word-form selection effect (since phonological word
forms are claimed to have phonological content). However, the
results here show that phonological facilitation must affect a
processing stage different from that affected by lexical frequency,
because lexical frequency propagated dual-task interference but
phonological facilitation did not. Because lexical frequency has
been taken to affect phonological word-form selection, these re-
sults imply that phonological facilitation effects arise from pho-
neme selection rather than from phonological word-form selection
(converging with the observation that comes from the Schriefers &
Teruel, 1999, experiments discussed above). The locus of other
word-production factors and other time-course issues could simi-
larly be addressed with dual-task paradigms like the ones used
here.

It should be noted that our conclusions rest on the assumption
that the manipulations in each experiment target the processing
stages in the manner described above. A special concern in this
regard is that some models of word production (e.g., Caramazza,
1997; Caramazza & Miozzo, 1997) question whether lexical fre-
quency affects a stage of phonological word-form selection that is
separate from lemma selection. Although there is good evidence
that lexical frequency affects phonological word-form selection
(like that described above; for further discussion, see Griffin &
Bock, 1998; Levelt et a., 1999; Roelofs, Meyer, & Levelt, 1998),
our results are compatible with the possibility that lexical fre-
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quency (like cloze-constraint and conceptual-distractor related-
ness) affects a first stage of lexical access, provided that that first
stage (@) is subject to a central processing bottleneck and (b) can
account for the cloze constraint by lexical-frequency interaction
initially observed by Griffin and Bock (1998) and replicated here.

Overall, the results of our experiments show that linguistic
processes— even those involved in atask as highly specialized and
efficient as word production—are not carried out in a modular,
cognitively independent fashion. As speakers produce words, their
ability to perform other nonlinguistic tasks is briefly hampered.
But looking at word production in detail revealsthat not all aspects
of word production are central in this manner, but that word
production includes some processing stages that impose little or no
central processing demands.
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