UNIVERSITY OF CALIFORNIA, SAN DIEGO
Chronometric investigations of task switching

A dissertation submitted in partial satisfaction of the requirements for the degree of
Doctor of Philosophy in Psychology
by
Clark Fagot

Commiittee in charge:

Professor Harold Pashler, Chair
Professor Terry Jernigan
Professor Jeff Miller

Professor Donald Norman
Professor Benjamin Williams

1994



INTRODUCTION



In 1927 Arthur Jersild published an interesting set of experiments. Subjectsin
Jersild's experiments made individual responses to itemsin lists, sometimes
performing the same task on each item of thelist, and at other times alternating
between performing two different tasks. For example, in his first experiment subjects
were presented with lists of fifty digit-pairs. On some lists they wrote the sum of the
two digits next to each pair; on other lists they wrote the product of the digits next to
each pair; on yet other (alternating) lists they wrote the sum of the digits next to the
first pair, the product next to the second pair, the sum next to the third pair, and so on.
Jersild found that subjects were 590 ms/item slower on alternating lists than the
average of the two non-alternating lists.  In Jersild's first four experiments (using four
different task pairs) subjects were slower on alternating lists by 590 (above), 620, 660,
and 800 mg/item, respectively. Moreover, the effect remained even after moderate
amounts of practice.

This aternation costli-'li ndexes an aspect of performance that israrely addressed

in psychological research. Indeed, the standard approach to studying human
performance and cognition is. give subjects atask, practice them on it, tell them they
are about to do it, give them time to get ready to do it, present a stimulus, record a
response, and finally, make inferences about what went on between the stimulus and
theresponse. Thisis a perfectly sensible way to study the basic operations underlying
performance on a given task. However, in the real world people do not always
perform the same task over and over again. Jersild's method offers a controlled way to

study the limitations of human performance when the task to be performed changes.

1The alternation cost has been called a shift cost in previous work. We opt for alternation cost because
it leaves open the question of what is actually going on in the subject's mind.



There has been only alittle work following up on Jersild's findings (Spector &
Biederman, 1976; Allport & Styles, 1991). However, based on the research that has
been done, four conclusions can be reached:

(1) When the alternation cost occurs, it islarge -- afew hundred milliseconds
or more per item.

(2) When the two tasks use digoint and distinguishable stimulus sets
(henceforth, digoint tasks) the alternation cost vanishes or at least shrinks from
hundreds down to tens of milliseconds. This was shown by Spector and Biederman
(1976)tho had subjects subtract three from Arabic numbers and name antonyms of
written words. But perhaps more convincing is one of Jersild's own experiments. In
this experiment subjects cycled through four digoint tasks and yet were consistently
faster on these lists than on the pure lists.

(3) Adding to each item a cue that unambiguously informs the subject which
task to perform reduces -- but does not eliminate -- the aternation cost. Spector and
Biederman tacked "+3" or "-3" on to the end of each item in lists of numbers (the
subject's task was to add three or subtract three), so that the stimulus plus cue informed
the subject which task to do. Theinvestigators still found a sizable alternation cost
(188 mg/item). Thiswas, however, much reduced from the 402 ms/item alternation
cost found in a comparable experiment minus the appended cues.

(4) Though no alternation cost is normally found with digoint tasks, an
exception occurs when the digjoint stimulus sets for the two tasks are aso the stimulus
sets for another pair of tasks which the subject recently performed in aternation

(Allport & Styles, 1991). Allport and Styles have called this phenomenon executive

2Even though some of Jersild's own data strongly suggest that disjoint tasks do not in general show an
alternation cost, he believed that such a generalization was not warranted and indeed incorrect. The
reasons for his belief are not worth going into here, but suffice it to say that he appears to be wrong.



proactive interference (executive Pl). In Allport and Styles (1991) Experiment 2,

subj ects responded to sequences of cards composed of either a single colored word
(color items), or severa digits (number items). Thus, subjects might have to either
name the color or the word from the color items, and the digit or the number of items
from the number items. In thefirst third of this experiment some subjects named the
color of the color items and the numerosity of the number items. Meanwhile, the
relevant and irrelevant attributes of the items were reversed for other subjects. As
would be expected given (2), virtually no alternation cost was found in this segment of
the experiment. In the next third of the experiment, subjects had to respond to the
attributes that were previoudly irrelevant. Now significant alternation costs appeared --
averaging 250 mson thefirst list after the reversal. After completing severa lists with
the new mappings, the alternation cost dissipated, but did not go away. A similar
pattern was found in the final third of the experiment where the mappings were
reversed yet again. In addition, non-alternating list performance was not affected by

the reversal of the mappings.

Full Set Switch Hypothesis

Most cognitive psychologists would attribute Jersild's results to problems
involving "task set" (see Spector & Biederman, 1976, for an informal survey). Task
set isawell-known term in cognitive psychology, yet definitions are hard to come by.
We will define a set as a state of preparation. A task set, then, is the state of
preparation attained in order to perform atask. One might, then, envision atask set as
the activation in memory of aset of rulesthat define atask. For example, the +3 task
used by Spector and Biederman (1976) could be described by the following rules. if
you see"1" say "4"; if you see"2" say "5"; etc. So thetask set for the +3 task would

correspond to having these rules activated in memory. Using this analogy we will



sometimes refer to the "loading" of atask set. The alternation cost arises, according to
conventional thinking, because after performing the -3 task the subject cannot perform
the +3 task until the set for that task isloaded, but after this point it is no slower to add
3 to the number than it is on non-alternating lists. This hypothesiswill be called the

full set switch hypothesis.

It is possible, using the full set switch hypothesis, to account for the findings
described in (1) through (4) above. (1) The full switch hypothesis explains the large
alternation cost because subjects must complete the switch process before moving on
to the next stimulus on alternating lists. (2) This alternation cost is not found when
digoint tasks are used because both sets can be held in place at once (or a combined
set can be formed). That is, when each stimulus is relevant to both tasks, it is
important to only have the appropriate set loaded, so task set must be changed each
stimulus (hence the aternation cost), but with digoint stimulus sets thisis not a factor.
(3) Adding a cue to the stimulus might reduce the aternation cost in one of two ways.
First, it might make the switch occur more quickly. Second, the cue and stimulus
might combine to trigger aresponse, thereby avoiding the need for aswitch. Thus,
combining the cue and stimulus allows the tasks to become digoint. (4) To account
for Executive Pl, one might suppose that even with digoint tasks, when subjects first
start to alternate between two tasks they begin by alternating between the sets for the
two tasks, and only after a number of stimuli do they form acombined set. In
Executive PI, then, when aternation is required after the tasks change, subjects might
have a tendency to switch into the "old" sets when they switch, rather than the new and
appropriate ones. Thisisaso consistent with the fact that non-alternating performance
was not slowed by the task change, since in the non-alternating case subjects do not

have to switch except at the start of thelist.



Purpose and Basic Approach

These four findings provide clues about what is going on that allows people to
control how they respond to stimuli at agiventime. At least superficially, these results
seem to suggest a straightforward account of task switching in terms of the need to
switch task set (described in the preceding paragraph). However, at this point thereis
no direct support for such aview. In this paper we attempt to understand at a detailed
mechanistic level why the costs associated with aternating between two tasks occur.
The paper isdivided into three parts. Section One is concerned with the rate at which
work is done on atask on alternating lists as afunction of time since the stimulus was
presented. The full set switch hypothesis makes a very definite claim on this point:
the slowing occurs because of the insertion of an additional process in the alternating
condition, and once this has been achieved, processing occurs as fast on the alternating
lists as on the pure lists. The findings of this section will test this, and will help to
narrow down the set of other possible modelsto consider. Section Two tests the
extent to which the alternation cost isa"shift cost" and the role of other various
possible factorsin the cost, and sketches a more detailed model. Finally, Section
Three pursues questions concerning under what circumstances an alternation cost will

occur with digjoint tasks.



Section One: Dynamics of processing with alternating tasks



The goal in this section isto better understand the temporal dynamics of
processing when people alternate between doing two different tasks: At what rate does
processing proceed during alternating list performance? |Is processing on atask
postponed until a switch has occurred?

Figure 1A shows the sequence of processing on non-alternating listsin the
particular situation where each stimulus is presented when the response before is
made. Time flows from left to right. The time-slices marked Sy and Ry represent the
times when the Nth stimulus is presented and the Nth response is made, respectively.
The boxes represent stages of processing. We break processing into 3 stages for
reasons that will become more apparent later on. The discussion that follows will not
depend on breaking processing down into precisely 3 stages or on what each of these
particular stages does.

There would seem to be two extreme models of aternating list performance:
On the one hand, it might be that when subjects respond to stimulus N-1, they are not
yet ready to begin some stages of processing of task N. Before these stages can begin,
a switch process must occur (Figure 1B). Once this has been accomplished,
processing can proceed just as efficiently as on non-alternating lists. Thus, according
to this account, except for the period of time in which processing on the task is being
held up until the switch process is completed, processing on the alternating listsis no
different from processing on the non-alternating lists, and the alternation cost is
accounted for by the duration of the switch process. This model will be called the full

discrete switch modell;l. On the other hand, the constant readiness model holds that

while the rate of processing is slowed on alternating lists, it is not delayed by a switch

3Although the full discrete switch model would seem to correspond to the full set switch hypothesis, it is
given adifferent name in this section in order to fit into this section's framework.
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process (Figure 1C). Whatever the actual case, it islikely to fall somewhere on a
continuum between these two models. Thus, we start by testing these models.

Notice that in Figure 1 each stimulus is presented just as the response to the
previous stimulus is made. What do the models predict if stimuli are presented
sometime before or after this? Consider the case in which the stimulus is presented
sometime after the response to the previous stimulus. The time between the response

to stimulus N-1 and the presentation of stimulus N is called the response to stimulus

interval (RSI) for task N. In the case of the full discrete switch model, if the RSI is
large enough that the switch processis aready completed, then the alternation cost
should disappear. On the other hand, the constant readiness model holds that
processing will proceed at the same rate no matter when the stimulusiis presented, so
RSI will have no effect on RT on alternating lists, or, therefore, the alternation cost.
Thus, one test of these two modelsis to manipulate RSI.

What if the stimulus is presented before the response to the previous stimulus
(preview)? To assess this, we need to consider the effect of preview in the non-
alternating condition. Thistopic has received afair amount of research under the
heading of seria RT (Leonard, 1953; Pashler 1994). The basic finding is that preview
increases the rate of responding compared to no preview (0 ms RSI) (Cattel, 1886).
Furthermore, it seems that this speedup is achieved because when preview is provided
certain stages of processing can overlap (Pashler, 1994) -- namely, perception of
stimulus N can overlap with response selection and execution of stimulus N-1 and
response execution of stimulus N-1 can overlap with perception of stimulus N and
selection of response N. When no preview is provided, however, overlap does not
occur simply because stimulus N is not available for processing until response N-1 has

been made.
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So what do the two models of alternating list performance predict should
happen when preview is provided? The full discrete switch model holds that when the
stimulus for the task is presented without preview (0 ms RSl), the stages marked B in
Figure 1 wait for the switch to occur rather than for completion of the stages marked A
in Figure 1. Thus, although preview might alow the stages marked A to be completed
earlier, the stages marked B do not begin any earlier, and thus the rate of responding is
unaffected by preview. The constant readiness model, however, predicts that there
will be a preview benefit in the alternating condition. Thisis because stages of
processing for consecutive tasks should be able to overlap without slowing down just
asin the non-alternating condition. The size of the preview benefit corresponds to the
duration of the perceptual and response execution stages. Therefore, if we assume
these stages take just as long in the alternating condition as the non-alternating
condition, then it follows that the preview benefit should be the same size asin the
non-alternating condition. Thus, manipulation of preview provides afurther critical

test of the two models.

Experiment 1

In Experiment 1 we test the constant readiness model and the full discrete
switch model by manipulating RSI and preview. Subjects made button-press
responsesto lists of 10 colored letters presented on a computer screen from left to
right. Subjects responded to either the color (red, green, or blue) or the letter (A, B,
C). The experiment was divided into 18 blocks of 5 lists each. In some blocks
subj ects responded with the letter task on each item in alist. In other blocks they
responded with the color task on each item. Finally, in still other blocks they
alternated between the tasks. In addition, on some blocks stimulus N was presented

immediately after the response to stimulus N-1 (0 ms RSI), while on othersit was



presented 1500 ms afterwards (1500 ms RSI). Thislatter condition should provide
enough time for the switch processto occur if the full discrete switch model is
accurate, since the alternation cost amounts to only several hundred milliseconds. On
still other (preview) blocks two stimuli were presented at the outset, and then as each
response was made an additional stimulus was displayed. This condition provided the
subject with a preview of one stimulus ahead of the one to which they were currently
responding. Inall cases, stimuli remained on the screen even after they were
responded to.

When an error was made on any of the ten stimuli in alist, thelist was re-
started (with new stimuli), so that if subjects made one error on each list they would
never finish the experiment (they would never finish even thefirst list in this case).
This"re-start" procedure was employed in order to keep the error rate to aminimal
level. In particular, if subjects performed such that there was a 5% chance of an error
on each stimulus, there would be 40% chance of re-starting the list. Thus, subjects had
every incentive to keep errors to a minimum.

One additional factor was manipulated between subjects. This was whether
subjects used the same set of response keys for both tasks or used a different set of
keysfor each. It was thought that this might influence the size of the alternation cost

or even the pattern of effects.

Methods
Subjects. Thirty-six undergraduate students at the University of California,
San Diego participated for partial fulfillment of a course requirement.

Apparatus and Stimuli. Stimuli were presented on IBM PC compatible

microcomputers with NEC Multisync monitors, and responses were recorded on the

keyboard using routines that provided millisecond accuracy. Stimuli were the capital

12
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letters"A", "B", and "C" appearing in each of the colors red, blue, and green. The
letters appeared on a black background with dimension 1.2 cmin height and 0.7 cmin
width, or 1.15 deg X 0.67 deg visual angle based on atypical viewing distance of 60
cm.

In the Same-K eys condition the response keys were the v, b and n keys, labeled
with A-red (the letter A and ared color-patch), B-blue, and C-green, respectively. In
the Different-Keys condition the color keys were as before, but the letter keys were q,
a, and zfor A, B, and C, respectively. So in the Different-Keys condition the keys for
the two tasks were layed out perpendicular to each other, with the color-task keys
oriented horizontally and the letter-task keys vertically.

Tasks. Color Task: subjects pressed the response key corresponding to the
color of the stimulus. Letter Task: subjects pressed the response key corresponding to
the letter of the stimulus.

Stimulus Lists. Each trial consisted of the presentation of alist of 10 stimuli.
Stimuli were presented on the screen from left to right; once a stimulus was presented
it remained on the screen until the end of thetrial. The timing of the presentation of
each the stimulusiis discussed in the Procedure section. Each stimulus was offset from
the preceding one by 2 cm, the first one appearing in the same location the fixation
point occupied. Subjects always responded to the stimuli in left to right order. The
color and letter of each stimulus was randomly determined, with the constraint that no
adjacent stimuli had the same color or letter.

Design. Task Sequence and Display Condition varied between each block of 5
trials, and Key-Condition and Block Order varied between subjects. There were three
possible Task Sequences: pure color, pure letter, and alternating color and letter; and
three possible display conditions: preview, no preview with 0 ms RSI, and no preview

with 1500 ms RSI.



There were two blocks of each of the nine possible combinations of these two
factors, for atotal of 18 blocks. The order of the blocks for a subset of the subjects
was as follows. pure color, pure letter, and alternating color and letter all with 0 ms
RSI (no preview); followed by the same sequence of the task variable with 1500 ms
RSI; followed by the same sequence of the task variable with preview; finaly this
block ordering was repeated once more. The block ordering for other subjects was
derived from the ordering above by "rotating" it 1 to 8 times, for atotal of 9 possible
block orderings. The Key Conditions were Same-Keys condition and Different-Keys
condition. Key Condition and block order were counter-balanced across subjects (2
subjects X 2 Key-Conditions X 9 Block Orders).

Procedure. Subjects received written instructions. In addition, the
experimenter re-iterated the instructions to insure that the subject clearly understood
them. Subjects were told that they should make all responses as fast as possible, but
that if they made an error thetria (list of 10 items) would be re-started. Subjects
performed different sequences of tasks on different lists; which sequence they
performed was determined by instructions displayed on the screen at the beginning of
each block. The possible instructions were "Respond to colors only.” (color task on
each item), "Respond to letters only." (letter task on each item), and "Alternate your
response between color and letter. Color first." (color task on first item, letterstask on
second item, color task on third item, and so on). Instructions remained on the screen
for 4000 ms, and were followed by 2000 ms of blank time before the first trial of the
block. There were nine practice blocks (one block per block type) with onelist in
each.

Each trial was initiated by the presentation of awhite fixation point 6.5 cm to
the left of the center of the screen for 1000 ms. Stimulus presentation began 500 ms

after the offset of the fixation point. Initially, the first stimulus was presented alone,

14
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except in the preview condition in which the first two were presented. The next to-be-
drawn stimulus was presented immediately after each response was made, except in
the 1500 ms RSI condition, in which case it was presented 1500 ms later (i.e., after the
RSI). Thus, in the preview condition subjects could always see one stimulus beyond
the one they were currently responding to, but in the other conditions they could only
see the stimuli up to the current one. If the subject made an incorrect response, the
word "ERROR" was displayed on the screen for 1500 ms, immediately after which the
trial was re-started from the beginning (with new stimuli). Trials were separated by an
inter-trial interval (ITl) of 1500 ms.

Between blocks the average RT for all blocks and the number of timestrials
had to be re-started on each block were displayed to the subject. The subject pressed a

key to continue.

Results and Discussion

Reaction Times. Mean correct reaction time (RT) is shown in Figure 2 broken

down by presentation condition (O or 1500 ms RSl or preview) and alternation
condition. RT was measured from the previous response in the preview condition and
from the presentation of the current stimulus in the 1500 ms RSI condition. For the O
ms RSI/no preview condition the current stimulus was presented when the previous
response was made, and thisis when RT was measured from in this condition.

It turned out that when the correct response on aternating lists was the same
response that would have been correct on the previous trial had the "irrelevant”
stimulus dimension been the "relevant” one, subjects were on the order of 100 ms
sower. Why thisoccursis an interesting question, but beyond the scope of this paper.
In order to facilitate the comparison between conditions we did not include these trials

in the mean RT shown in the figure or used in the analyses that follow. Similarly



excluded were trials in which the correct response was the same as for the previous
stimulus.

Two separate analyses were carried out on the data: One for the effect of RS
(Ovs. 1500 ms RSI conditions), and another for the effect of preview (preview vs. no
preview/0 ms RSI conditions).

The full discrete switch model predicts that the long RSI condition will
eliminate the alternation cost, whereas the constant readiness model predicts that it
will make no difference. Inthe O ms RSI condition there was a 292 ms aternation
cost, raising RT from 653 msin the non-alternating condition to 945 msin the
alternating condition. This effect was significant, F(1,34)=280, p < .01. Inthelong
RSI condition there was a 161 ms alternation cost, raising RT from 596 msto 758 ms.
This effect was aso significant, F(1,34)=141, p < .01, but it was significantly smaller
than in the 0 ms RSI condition, F(1,34) =51, p < .01. Although along RSI did reduce
the aternation cost considerably, it did not eliminate it. Thus, these data are
inconsistent with both the full discrete switch model and the constant readiness model.

The full discrete switch model also predicts that there will be a preview benefit
in the non-alternating condition but not in the alternating condition. On the other
hand, the constant readiness model predicts that there will be an equal preview benefit
in both conditions. There was a 113 ms preview benefit in the non-alternating
condition, and this was significant, F(1,34)=156, p < .01. In the alternating condition,
there was amarginally significant benefit of preview, F(1,34)=3.3, .05<p <.10. This
isat odds with the full discrete switch model which predicts no preview benefit.
However, the benefit was only 39 ms, significantly smaller than in the non-alternating
condition, F(1,34) = 11, p < .01. Thisisinconsistent with the constant readiness

model, which predicts a benefit just as large as in the non-alternating condition.
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Thus, these data are inconsistent with both the full discrete switch model and
the constant readiness model, but plausibly consistent with an intermediate account.
One aternative to both modelsis that subjects are slowed on mean RT in the
alternating condition merely because on some of the trials they are unsure about what
task they are supposed to be doing. On this account one would expect that on most
trials subjects would perform the tasks just as efficiently as on the non-alternating lists.
Figure 3 shows the data for the 0 ms RSI condition broken down by alternation
condition and the RT decile into which a given response fell, i.e., the data are
"vincentized". Thisanaysisreveads that the effect of alternation isfound throughout
the distribution, even on the very fastest trials. This refutes the hypothesis that the
effect is due to only occasional slowing.

Errors. The mean number of times alist had to be restarted due to an error is
shown in Table 1 as afunction of display condition (preview, no preview/0 ms RS,
1500 ms RSI) and sequence (non-alternating and alternating). The effect of display
condition was not significant, F(2,68) = 1.9, p > .15, nor was the effect of sequence,
F(1,34) = 1.1, p>.3. Inaddition, the interaction between these two factors was not
significant, F(2,68) = 2.9, .05 < p<.1. Finaly, key condition had no significant
effects or interaction with any other variable.

Trial re-start rates allow an estimate of the per item error rates. Table 2 shows
the per item error rates derived from these datag These data are the estimated chance
of making an error on an individual stimulus. There was no effect of display
condition, F(2,68) = 1.9, p > .15 or sequence, F(1,34) < 1, and the interaction was also
not significant, F(2,68) = 2.6, .05 < p <.1. These data show that subjects are

4The per item error rates are estimated with the formula:
error = 1- 10th-root of 1/(1+restarts). See Appendix for derivation.
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performing at an extremely accurate level: under 2% errors, and well below what is

normally seen in choice RT tasks.

Why isthere anon-alternating list RSl benefit?

On the alternating listsit is natural to suppose that there is alarge RSI benefit
because longer RSIs allow the subject to prepare for the task they are about to do (at
the expense of preparation for the other task). On non-aternating lists, however, the
subject performs the same task on each item, so there is no need to preparein this
sense. Thus, it might seem odd that an RSI benefit of 57 ms was found on non-
aternating listsin Experiment 1. However, an RSI benefit in serial RT (non-
alternating lists) has been regularly observed in studies of serial RT (Rabbitt 1969,
1980; Wilkinson, 1990; Pashler & Baylis, 1991b). How isthis benefit on non-
alternating lists related to the benefit on alternating lists?

It might be that there is an interval after a response is made during which
processing on atask is slowed or even postponed (a "refractory period"). Welford
(1952, 1959), for example, hypothesized that the subject monitors kinesthetic feedback
from the previous response, and is unable to begin selecting another response until this
monitoring is complete. According to this account, the same "refractory period”
should occur on alternating lists. Thus, part of the RSI benefit on aternating lists can
be attributed to an effect that also occurs on non-alternating lists.

Rabbitt (1969, 1980) and Kafrey and Kahneman (1977) proposed that subjects
are somehow "unprepared” for a new task early in the RSl interval, and thus cannot
begin the task immediately when the RSl is short. Thus, one might suppose that early
in the RSI the subjects are "unprepared” for any task, later only for the task they just
did, and only still later can they become prepared for the alternate task. Notice that

although the same word -- "unprepared” -- is used to account for both the alternating
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and non-alternating RSI benefits, this account does not give a satisfying explanation
for the relationship between the two effects.

Both of the above accounts -- a "refractory period" and an "unprepared” period
-- are equivalent at amore abstract level. They both suppose that there is a period after
aresponse has been made during which, on both alternating and non-alternating lists,
processing does not occur (or more generally is slowed). After that, processing on
aternating listsis further delayed or slowed.

This type of an account, however, is not necessarily correct. The faster
responding at long RSI in serial RT is usually accompanied by a higher error rate
(Krueger and Shapiro, 1981; Wilkinson, 1990; Pashler and Baylis, 1991B; but see
Rabbitt, 1980, Experiment 2). Thus, it is possible that the entire speed-up is explained
by a speed-accuracy tradeoff. On the non-alternating lists in Experiment 1 there was
only asmall trend toward more errors at short RSl (0.1%, F < 1). However, at the very
high levels of accuracy found in this experiment (over 98%) a small effect on accuracy
could correspond to alarge effect on RT.

Assuming, for the moment, that a speed-accuracy tradeoff asfound in seria RT
is also present on our non-alternating lists (using the trial re-start procedure), the
guestion then becomes whether the same speed-accuracy tradeoff occurs on alternating
lists. If it does, then some of the RSI benefit on alternating lists might reflect arelated
problem on non-alternating lists. Furthermore, it might even be the case that the entire
RSI benefit on alternating listsis caused by such a speed-accuracy tradeoff. However,
on aternating listsin Experiment 1 there were fewer errors at the long RSI (1.6%
compared to 2.0%, F(1,34) = 3.0, .05 < p <.1). Thissuggeststhat the speed-accuracy
tradeoff that occursin serial RT, and possibly on the non-alternating listsin
Experiment 1, does not occur on the alternating lists. Thusthe RSI benefit on

alternating lists might have a completely different cause.
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Wilkinson (1990) has suggested a particular hypothesis of how the speed-
accuracy tradeoff over RSI occursin serial RT. Hissuggestion isthat thereisa
"partial refractory period” that is "biased" toward responseinitiation. That is, thereisa
tendency to avoid making responses close together in time, and thisis independent of
the amount of information that has accrued for the response. However, what he called
the sensory/perceptual/decision-making stages (SPD stages) are less affected by RSI.
Thus, at short RSI the SPD stages proceed just as at long RSI, but since response
initiation tends to occur later, they operate longer and arrive at the correct response
more often. Consistent with this hypothesis, the RSI benefit is reduced when the
number of response alternatives isincreased (Wilkinson, 1990).

This account explains both why there would be a speed-accuracy tradeoff on
non-alternating lists and why there would not be one on alternating lists. That is, on
alternating lists aresponse is never ready to be initiated early enough for it to be
affected by the "partial refractory period’. However, the data do not speak to whether
a speed-accuracy tradeoff accounts for the entire RSI benefit in serial RT. Thus, there
still might be a common cause behind the RSI benefits on alternating and non-
aternating lists, such as the ones offered above.

In summary, one might have thought at the outset that whatever causes the
modest benefit of RSl on non-alternating lists would also be having an effect on
alternating lists, and possibly even that the RSI benefit on alternating lists was an
enlarged version of the same effect. However, the apparent absence of a speed-
accuracy tradeoff in the alternating condition suggests that the RSI benefit that occurs
on non-aternating lists does not contribute to the benefit on alternating lists. Itis
unclear whether there is also a common contributing factor such as a "refractory" or

"unprepared” period.



A more genera framework: The readiness function

The results of Experiment 1 show that neither of the two basic models
considered are consistent with the data. Thus, we need to consider alarger class of
models of the dynamics of processing on alternating lists. For this purpose, we
introduce the idea of areadiness function. Define readiness for atask as the rate at
which work can be done on the task at that time. It isassumed that each task requires
afixed amount of work to be completed before aresponse can be made. The readiness
function is a non-negative real-valued function of timet, where t=0 is assumed to be
the time at which the previous response was made and the height of the function
represents readiness for the upcoming task at timet (larger numbers correspond to
more readiness). Thus, the function shown in Fig4A represents the full discrete switch
model and the function in Figure 4B the constant readiness model (in both cases the
dotted line represents the fixed level of readiness in the non-alternating condition)3.

Intermediate models can also be represented in thisway. For example, Figure

4C shows the partia discrete switch model. The only difference between this and the

full discrete switch model is that readiness does not rise all the way to non-alternating
levelsin this case, so even if the subject is allowed along time to prepare for the next
task, responses will not be as quick as on non-alternating lists. Finally, Figure 4D

shows the gradual switch model, in which the subject gradually becomes more and

more ready for the upcoming task as time progresses, readiness maybe or maybe not

eventually rising to non-alternating list levels (the later being the case in the figure).

5If there was a "refractory” or "unprepared” period on non-alternating lists, as suggested might be the
case in the paragraph above, then readiness on non-alternating lists would not be constant asis
suggested by the dotted line. However, thiswill not affect our arguments, and so we will not pursue it
further.
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This hypothetical readiness function can be partially recovered from the
function relating RT to RSI. Since we assume that the amount of work that must be

done before aresponse is made is constant, say k, we can write:
RT+RS

I r(t)dt =k

RT +RS

d
— t)dt=0
ars '

and by the fundamental theorem of calculus,

dRT
—— +) @I(RT+RI) -r(RI) =0
(Grg T H( ) - r(R3)

and it follows that,
dRT _ r(RY)

dRS  r(RT +R9)

Therefore, the slope of the function relating RT to RSI reflects the rate at which work
can be achieved at the end of the RSI compared to the rate at which work can be
achieved at the time at which the response is made (i.e., at RT+RSI). For convenience
we will write the slope of RT asafunction of RSI asRT".

One difficulty is that one cannot assume that the readiness function is fixed
from trial to trial. For example, in the discrete switch models, the durations of the
switch process might vary from trial to trial. Thus, we allow that the readiness

function might change from trial to trial, and represent the readiness function on trial i

asr;(t). Nevertheless, even if the readiness function arbitrarily changes from trial to

trial, the following assertions follow (here we assume that r,(t) is non-decreasing):

(@ ri(t)=cfor dl t>A and al tridsi if and only if, RT' = 0, for RSI > A.



So if the readiness function isflat for t > A on every trial, then mean RT as afunction

of RSl isflat for RSl > A, and visaversa.

(b) r,(t)=0foralt<A andal tridsi (i.e, task processing always waits until after

timeA) if and only if, RT'=-1for all RSI <A

So if on no tria does processing begin before time A, then the slope of RT asa
function of RSl is-1for RSl < A. This makes sense: presenting the stimulus a
moment earlier will only add an equal amount of time to RT since no work will be

done during that moment.

(c) RT'"isbounded by -1 and O, and larger (less negative) values of RT' correspond to

larger values of Er,(t), where the expected value is over trials.

So RT' ismonotonically related to readiness. However, the exact relationship is not

determined.

One important aspect to the readiness function not addressed above is the
eventual state of readiness for the task after along RSI (after RT' goesto zero). This
can be assessed by whether RT approaches non-alternating list levels with long RSI's.
If even after along RSl the RT's are slower than on non-alternating lists, it follows that
readiness does not reach the non-alternating list level.

Let us consider the discrete switch models (both full and partial) in more detail.
A defining attribute of these modelsis that the readiness function is a zero for an

extended duration early on. Dueto b), this correspondsto a-1 slope of RT asa

function of RSI. Sincer;(t) might vary from trial to trial, the switch (the interval
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during which r;(t)=0) might sometimes be very short. In this case, we would not

expect a-1 slope even though a discrete switch model might be the case. One way to
overcome this problem isto use small values of RSI. An additional problem isthat the
switch might actually begin before the response to the previoustask is made. Thusif
the switch on sometrials only takes 100 ms and if it begins 100 ms before the response
ismade, a-1 slope would not be found at all with positive RSI's. Thisiswhere
preview isimportant. For our purposes, preview isanegative RSI. If no work on task
N can be achieved around the time of response N-1, then no preview benefit will

occur.

To summarize, then, defining the readiness function allows us to consider a
larger class of models. The function relating RT to RSI gives us information about the
underlying readiness function. The RT function will have a-1 slope when readinessis
at 0, or, in other words, task processing is postponed. It will have a slope of 0 when
readiness is no longer changing with time. The level of readiness near the beginning
of the RSI can be assessed by manipulating preview. In particular, if nowork is
completed on the next task until somewhat after the response to the previous task is
made then there should be no preview benefit. On the other hand, if somework is
done before the response a preview benefit is expected. The eventual level of
readiness achieved after along RSI can be assessed by comparing RT on alternating
listswith long RSI'sto RT on non-alternating lists.

Experiment 1 shows three things about the readiness function. First, since a
long RSI did not eliminate the alternation cost, the eventual level of readiness would
seem to be lower than on the non-alternating lists. Second, since the preview benefit
was drastically reduced over non-alternating condition, work on task N must be done

less efficiently at the start of the RSI interval than just prior to response N. Third, if



the marginally significant effect of preview isrea, either the discrete switch models
arewrong, or the switch to task N is sometimes through shortly after response N-1is
made.

The following experiment samples more RSI's to plot the readiness function in
more detail. Thiswill help us see how quickly readiness reaches its eventual level on

aternating lists.

Experiment 2

In Experiment 2 RSI's of 0, 200, 400, 800, and 1500 ms were used. The
experiment was broken down into blocks of 10 lists. On eight of these lists per block
the RSl was randomly determined separately for each stimulus from the set of five
listed above. For the other two listsin each block RSI was fixed at 0 ms for one and

1500 msfor the other, asin Experiment 1.

Method
The methods used in this experiment were the same asin Experiment 1, except as

noted.

Subjects. Sixteen subjects participated for partial fulfillment of a course
requirement.

Apparatus and Stimuli. The stimuli in this experiment were colored shapes.

The colors were red, green, blue, and yellow; the shapes were acircle, a pie shape, a
square, and an X. The response keys were v, b, n, and m in the Same-Keys condition,
and these plus 1, g, a, and z in the Different-Keys condition, and were |abeled with the
colorsred, green, blue, and yellow, respectively, and the shapes circle, pie, square, and

X, respectively. The shapeswere all 1 cm by 1 cm and the "X" was 1.2 cm high and

25



0.7 cmwide. In the Different-Keys condition, the color task keys were oriented
horizontally and the shape task keys vertically.

Tasks. Color Task: same as Experiment 1, extended to include the additional
color. Shape Task: subjects pressed the response key corresponding to the shape of
the stimulus.

Stimulus Lists. The colors and shapes were randomly determined in this
experiment, with the following constraints. If astimulus wasred or acircle, the next
stimulus could be neither red nor acircle. Similar constraints held for green and pie
shapes, blue and sgquares, and yellow and X's. These constraints insured that in the
Same-K eys condition, the response key associated with the "irrelevant™ attribute would
not be associated with either attribute of the succeeding stimulus (see Results Section
of Experiment 1).

Design. Experiment 2 was broken down into twelve blocks of ten trials each.
Task Sequence and RS| were manipulated. There were four possible Task Sequences:
pure color, pure shape, color-shape (alternating, color first), and shape-color
(alternating, shape first). The RSI's used were 0, 200, 800, and 1500 ms. Task
sequence varied across blocks, and the ordering was determined anal ogous to
Experiment 1 (for atotal of 4 possible block orderings). RSI varied within each list of
stimuli, so that the RSI between each pair of stimuli was randomly drawn from the
four possible values. The exception to this was that on two lists in each block the RS
was fixed throughout the list: at 0 msfor one of them and 1500 ms for the other.
These will be called No Vary lists. Thefirst No Vary list in each block was randomly
chosen from one of list 1 through 5, and the second No Vary list was 5 lists | ater.
Whether the first No Vary list was 0 or 1500 ms RS| was randomly determined for the
first block. The RSI of the first No Vary list in succeeding blocks alternated between 0
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and 1500 ms. Finally, Key Condition was manipulated between subjectsasin
Experiment 1.

Procedure. Asin Experiment 1, instructions were displayed to subjects at the
beginning of each block telling them what task sequence to perform. In this
experiment, the format of the instructions was simplified slightly. Theinstructions
were "Color Task", "Shape Task", "Color Task -- Shape Task", or "Shape Task --
Color Task". They were displayed for 2000 ms, rather than 4000 ms as in Experiment
1. In addition, the same instructions were displayed just under the fixation point at the
start of each tria (in Experiment 1 subjects saw the instructions only at the beginning

of each block).

Results and Discussion

Reaction Times. Mean correct RT is shown in Figure 5 broken down by RS,

aternation, and whether RSI varied within alist or was fixed. Whether subjects did
the task on the same or different sets of keys had no significant effects or interactions
with any other variable, so the data are averaged across key condition in the figure and
the following analyses.

The data are similar to the previous experiment for RSIs of 0 and 1500 ms.
The alternation cost at RSI=0 ms was 314 ms, F(1,14)=223, p < .01, whereas the
aternation cost at RSI=1500 ms was only 201 ms, F(1,14)=41, p< .01, and this
difference was significant, F(1,14)=39, p < .01. When RSI was fixed within alist
subjects were on average 14 ms faster than when RS| varied, and this effect was
marginaly significant, F(1,14) = 3.1, .05 <p <.1. Thisdlight speedup was almost
identical in both the alternating (13 ms) and non-alternating conditions (15 ms), F <1.

One might argue that the reason long RSI did not eliminate the alternation cost

in Experiment 1 was that subjects do not need much time to perform the switch and



(however paradoxically) put off beginning the switch until near the end of the RS,
often putting it off too long and incurring an unnecessary alternation cost as a resullt.

In Experiment 2 RS| varied within lists and took on intermediate values between 0 and
1500 ms. Therefore, subjects did not know how long they had before the stimulus
would appear. Thus, subjects should have had more incentive to perform the switch
right away. Nonetheless, alarge aternation cost was still found at an RSI of 1500 ms.
In addition, two of ten listsin each block had fixed RSI's of 0 or 1500 ms for each
stimulus. Thus, if there was any tendency among the subjects to put off performing
the switch right away, this tendency should have been larger on the fixed RSI lists, and
the aternation cost should have been greater at 1500 msfixed RSI than 1500 ms
varied RSI. Thisdid not occur. Thus, it seems unlikely to usthat any of the residual
aternation cost at 1500 msisaresult of any "laziness' on the part of the subjects.

For both alternating and non-alternating lists, the most dramatic effects of RS
occurred within a200 ms RSI. In the non-alternating case, in fact, there was a 34 ms
benefit of 200 ms RSI over 0 ms RSI, but no additional benefit after 200 ms. In the
alternating case, there was a 71 ms benefit for 200 ms RSI over 0 ms RSI, but only an
additional 40 ms and 38 ms benefit for RSIs of 800 and 1500 ms, respectively. These
numbers can be converted into slopes of RT as afunction of RSI. In the alternating
condition, the slope between 0 and 200 ms RSI was -.36, between 200 and 800 ms was
-.07, and between 800 and 1500 ms RSI was -.05. In terms of the readiness function,
this suggests that readinessis nearly at its asymptotic level after an RSI of only 200
ms.

Recall that the slope of RT as afunction of RS reflects the ratio of readiness
when the stimulus is presented to readiness when the response is made. Since
readiness appears to reach an asymptote very quickly, by the time aresponse is made

readiness is almost always near asymptotic levels. It followsthat RT'+1 isarough
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approximation to the ratio of the average readiness at a given RS| to asymptotic
readiness. Thisis plotted in Figure 6.

Errors. The by-item error rates for Experiment 2 were 1.6% and 1.9% for non-
alternating and alternating lists, respectively. These numbers correspond to an average
of 0.273 and 0.332 restarts per list, respectively. Asin Experiment 1, the by-item error
rateisvery low, below 2% here. The effect of aternation on the by-item error rate was
marginally significant, F(1,14) = 4.5, .05 < p <.1. There was no significant effect of
key condition F<1, or interaction of key condition and alternation, F(1,14) = 2.1, p>
5.

Two components of the alternation cost

These results allow us to distinguish two components to the alternation cost:

one that is overcome during the RSI (the RSI component) and one that is only slowly

or not at all overcome during the RSI (the baseline component). The aternative, that

there is a single component which can be overcome with alarge enough RSl is not
strictly ruled out, since RT might not have reached an asymptote yet in our data. One
way to test between these two alternatives would be to find the asymptote. However,
this does not seem practical to us since one consequence of using longer RSI'sis that
fewer trials can be collected in the same time period. Moreover, it is probably the case
that motivational and/or alertness factors would contribute to longer RTs as RS
increased much beyond a second on both alternating and non-alternating lists. In any
case, even if very long RSI's eliminate the alternation cost, there is still clearly a period
in which readiness increases rapidly (before 200 ms) and a period in which it increases
only slowly (after 200 ms). It is possible that these periods are affected by two

different sets of factors.



Assuming this two-component hypothesisis correct, it isworth considering in
more detail the nature of the RSl component. In particular, what form does the
readiness function take on individual trials? It might, for example, resemble the
average readiness function shown in Figure 6. On the other hand, the RSl component
may reflect a discrete stage that must be completed before processing on the next task
can begin. |.e, the RSI component might be a switch process (Figure 1C).

If the RSI component reflects a discrete switch process then the function
relating RT to RSl informs us of its distribution. It is possible to derive exactly the
distribution of a discrete switch process from this information, but it requires more
reliable data on the single subject level than we have. We can, however, get arough
picture of the variability of this hypothetical process from the datawe do have. Earlier
it was argued that when a switch process always takes longer than a particular RSI, RT
asafunction of RSI will have a-1 slope at that RSI. In Experiment 2 the smallest pair
of RSI'swere 0 and 200 ms, and the slope between these values, was -.36. Thus, if the
RSI component reflects a discrete switch it would on some trials take less than 200 ms.
The same logic also asserts that there should be a preview benefit on aternating lists
only if the switch is sometimes completed before the response to the previous task
(whichispossible only if the switch begins before thisalso). Thus, if the marginally
significant preview benefit found in Experiment 1 isreal, then the switch would have
to sometimes be very quick indeed. On the other hand, since RSI continuesto help
even up to RSI's of 1500 ms, the switch process would sometimes take very long.
Thus, if the RSI component reflects a discrete switch processit is highly variablein
duration. The average speedup that is achieved by providing alarge RSl reflects the
average amount of time that the alternation cost adds to overal RT. The average
duration of the switch processis then this speedup plus however long before response

N-1 that the switch to task N begins. Thus, the RSI benefit of 149 msat 1500 ms RS
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would indicate that the switch has an average duration of at least 149 ms, possibly

around 250 ms.

Summary
We asked the question of how readiness changes as one prepares for the

upcoming task in the aternating condition of Jersild's paradigm. The results show: 1)
readiness increases rapidly up to 200 ms RSI and more slowly thereafter, 2) readiness
never reaches levels attained on non-alternating lists (at least without RSI's much
longer than 1.5 seconds), and 3) there may be two components to the alternation cost,
one overcome during the RSI (RSI component) and one not (baseline component). 4)
If the RSI component reflects a discrete switch process, then the duration of the switch
isat least 150 ms on average, sometimes completed before 200 ms RSI (and maybe
before 0 ms RSI) and sometimes only after 800 ms RSI.
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Section Two: A functiona analysis of alternating tasks
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The observations of Section One set the stage for an attempt to understand the
functional workings of task switching. These results suggest that the alternation cost
can be broken down into two components: one that is overcome during the RS| -- the
RSI component -- and one that is not -- the baseline component. We will start by
exploring some of the reasons why, in principle, the alternation cost might arise. This
will alow usto formulate a taxonomy of the various possible reasons why the cost
arises. We will then consider the relationship between this taxonomy and the two
components suggested by the results of Section One. These logical considerations are
then applied in Experiments 3 and 4. The results of these experiments have important
implications and lead us to explore a number of more specific models in the remainder

of Section Two.

Why does the alternation cost occur?

We begin by considering five possible reasons why the aternation cost occurs.
Some of these reasons can only explain the baseline component whereas some can
only explain the RSI component. Some could explain either or both. Below, we will
consider the relationship of each of the following accounts to the effects of RSI.
Throughout the next few pages several new terms and concepts will be introduced. To

aid the reader in following these new terms and concepts we have provided Table 3.

Thefirst three of the accounts of the alternation cost (part or all) assert that
when the stimulus is presented on aternating lists subjects are prepared for the wrong
task. In the Introduction we described the full set switch hypothesis which accounts
for the alternation cost by supposing that a set switch process must act before each

response can be selected on alternating lists, and this process puts subjects in a state of
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preparation equivalent to the state they are in on non-alternating lists. This model is
ruled out by the existence of the baseline component. This does not, however, rule out
the idea that being prepared for the wrong task when each stimulusis presented
accounts for some of the alternation cost.

1. Set switch. One might suppose that thereisa partial set switch that occurs
during the RSI that puts the subject in a state of preparation for one task over the other
but not to the extent found on non-alternating lists. This set switch could be adiscrete
switch (Figure 4C), so that it must be completed before selection of the response can
begin. Or, it could be agradual switch (Figure 4D), such that selection of the response
begins once the stimulusis identified, but proceeds more slowly because the subject at
thistimeis still inadequately prepared for the task.

2. "Tuning" effect. Some aspects of preparing for atask, on the other hand,

might not be accomplished with a set switch that can occur during "free time”, i.e.
during the RSI. Instead, one might need to do the task once or twice in arow before
being fully prepared for it. Thistype of an effect would seem to naturally follow from
the notion that the machinery that selects responses becomes better "tuned” for one
task or the other when doing the task (hence the term "tuning" effect).

3. Set decision. Another reason subjects might be slowed on aternating lists
isthat they must decide which of the two tasks they are supposed to do on each
stimulus, and this decision might take time. On non-alternating lists, on the other
hand, the same task is done on each stimulus so it is possible that no such decision

must be made.

The potential causes of aternating list sSlowing cited above explain the
alternation cost in terms of the need to prepare for the upcoming task. It might be,

however, that the alternation cost is caused by activation of the other task set. On non-
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alternating lists only one of the two tasksis performed on that list, so the other task set
can be suppressed as much as possible. On aternating lists, on the other hand, both
tasks are performed on each list, so it is reasonable to assume that neither task can be
fully suppressed at any point on the list. If thisview is correct, then one might suppose
that part of the alternation cost arises because there are two activated mappings
relevant to each stimulus on alternating lists but only one such mapping on non-
aternating lists. Indeed, as pointed out in the Introduction, thereis no or little
alternation cost if digoint tasks are used (e.g., colored disks and white | etters when the
tasks are acolor task and a letter task). In this case each stimulusisrelevant to only
one activated mapping -- each stimulus, in fact, is relevant to only one mapping from
the whole experiment.

4. Task competition. It might be, then, that part or all of the alternation cost

arises dueto the rules for both tasks being activated, and not due to a need to switch
sets. Wewill call any cost that depends on the current stimulus being relevant to two
tasks atask competition cost. This distinguishes task competition effects from set
switching effects since the later would occur even if the stimulus was only relevant to
one of thetasks. A particular form of task competition that has been observed in many

different situations is response competition. According to aresponse competition

model the correct response for each activated task set isitself activated, and when two
different responses are activated it takes longer to select the correct one. A classic

example of response competition is the Stroop task (Stroop, 1935). In the Stroop task
subjects are approximately 100 ms slower to name the color of a color-word when the

color-name does not match the color of the word (incompatible condition) than when it

does (compatible condition).

5. Criterion effects. Finally, it might be that subjects are slower on alternating

lists partly because of a criterion effect. That is, subjects might adopt a more
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conservative criterion for selecting responses on alternating lists than on non-
aternating lists. Thetrial restart procedure did an excellent job of keeping errorsto a
minimum in all conditions of Experiment 1 and 2. However, subjects might still be
more susceptible to errors on alternating lists. Thus, although in both Experiment 1
and 2 the by-item error rate was higher on alternating lists subjects still may have been
selecting responses more conservatively -- and hence more slowly -- in the aternating
condition. Note that since alternating lists tend to have higher error rates than non-
alternating lists, we can eliminate a"pure" speed-accuracy tradeoff, where processing
isjust as efficient on both lists but subjects just choose a stricter criterion on

aternating lists.

Each of the potential causes of slowing discussed above could potentially
contribute to the alternation cost. It is not necessarily the case, however, that these
causes are independent sources of slowing. For example, although a criterion effect
may, on the surface, be the reason that some of the slowing occurs, the reason that
subjects are more susceptible to errors on aternating lists must also be considered.
For example, this reason may be task competition. Moreover, task competition might
(but not necessarily) be modulated by the extent to which subjects are prepared for the
upcoming task when they first get the stimulus. Thus, these different potential causes
of slowing might be merely different manifestations of the same underlying problem.
However, it is still worth considering them separately since they are potentially
independent causes of Slowing. Moreover, even if they are just different
manifestations of the same problem we will soon see that we can separately remove

some of them.

Mixed list cost vs. shifting cost
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As noted above, one difficulty subjects face on alternating lists that they do not
face on non-alternating lists is that they must "keep in mind" two tasks, since they will
soon have to do the other one. Another difficulty isthat the task they perform on each
stimulus of thelist is different from the task they performed just before. It would be
useful when trying to distinguishing the potential accounts described above to have a
way to assess the cost associated with each of these two difficulties separately.

Consider the following task sequence: A-A-B-B-A-A-B-B ... Wewill call this
sequence the AABB sequence. Analogously, we will sometimes refer to a non-
aternating sequence as an AAAA sequence and an alternating sequence as an ABAB
sequence. When task A is performed after task B in this sequence (the response to an

AABB-different stimulus) an alternation cost just like the one found on alternating

lists would be expected, because as on alternating lists subjects performed a different
task from just before. However, performing task A after task A (the response to an

AABB-same stimuli) is a different matter, since thereis no change in the task being

performed. Any cost in this case compared to non-alternating lists is attributable to the
fact that there is more than one task on the list. AABB lists, like alternating lists, are
mixed lists because they have more than one task on them. Thisisin contrast to a pure
list, which consists of only one task performed over and over (i.e., a non-alternating
list). Wewill call the difference between RT to AABB-same stimuli and RT to stimuli
on AAAA listsamixed list cost. AABB lists would seem to partition the alternation
cost into two parts: amixed list cost (the difference in RT between AABB-same and
stimuli from pure lists) and a shifting cost (the difference in RT between AABB-
different stimuli and AABB-same stimuli). The former reflects the difficulties
associated with responding to stimuli when more than one task relevant to the stimulus
is activated; the latter reflects the difficulties specific to having done a different task on

the preceding stimulus.
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Putting it al together

So far we have introduced two ways of breaking the alternation cost into parts -
- the RSI and baseline components and the mixed list and shifting costs -- aswell as
five potential causes for the slowing on alternating lists. How is all of thisrelated?

First of dl, the break-down of the alternating cost into the RSI and baseline
components is orthogonal to the break-down into the mixed list cost and the shifting
cost: It ispossible that either the mixed list cost or the shifting cost corresponds to the
RSl component and the other to the baseline component. It is also possible that both
of these costs have baseline and RSl components, or that one of them accounts for
both the baseline and RSl components and the other is not actually present (or has zero
cost).

Table 4 shows the relationship of the various potential causes of slowing
discussed above onto the 2 X 2 break-down of the alternation cost. Some costs can
only be found in particular components. Set switching and "tuning” costs are confined
to the RSI and baseline components of the shifting cost, respectively. The set decision
cost, on the other hand, would be part of the RSl component since a decision of what
task to perform can be made without the stimulus. Whether it is part of the mixed list
cost or the shifting cost, however, isuncertain. One might imagine that on mixed lists
the subject must make a decision about what task to do for each stimulusinthelist. In
this case the set decision cost would be in the mixed list cost. It might be, however,
that on AABB lists the subject can one task twice in arow without making a separate
decision to do the second task. If thiswere true, then the set decision cost would be a
shifting cost, since the decision would be made on AABB-different but not AABB-
same stimuli. Even if thiswere true, if the task sequence were more complicated, say

ABABBABAAB, then it might turn out that the subject would need to make the



decision for each stimulus. Thus, the set decision cost maps onto Table 4 in avery
complicated manner, and might even depend on the particular task sequence used to
assess the mixed list versus shifting cost.

We have no basisto limit the effects of task and response competition. The
size of the effects might depend on the RSI, but they might not; they might depend on
the previous task, but they might not. Thus, task and response competition could
affect any combination of the four parts of the alternation cost.

Since task and response competition may affect how susceptible to errors the
subject is and this, in turn, is the controlling factor behind criterion effects, a criterion
effect can affect any component that task and response competition can affect.
However, consider what criterion effects on the shifting cost are. Criterion effects on
the shifting cost would mean that subjects are more susceptible to errors after doing
the other task on the stimulus before, and thus they adjust their criterion accordingly.
If during the RSI subjects becomes less susceptible to errors, hence re-adjusting their
criterion and selecting responses more quickly, then the effect will be on the RS
component of the shifting cost. But notice, then, that thisis just another form of a
switch process in which what is accomplished is that the susceptibility to errorsis
reduced and the criterion is adjusted accordingly. If the subject does not become less
susceptible to errors during the RSI, then the criterion effect is on the baseline
component of the shifting cost. But then the criterion effect can be equated with a
"tuning" effect, i.e., doing atask makes one less susceptible to errors when doing it
again, and responses can therefore be selected less conservatively, hence more quickly.
Thus, although criterion effects can occur on all four components, we will only
consider them separately on the baseline and RSI components of the mixed list cost.

There are alarge number of ways that the possibilities we have presented can

combine to account for the cost people incur when alternating between two tasks. In

39



40

Experiment 3 we estimate the size of each of the 4 components shown in Table4. We
will then consider response competition models. The datafrom Experiments 1 and 3
will allow us to determine the role of response competition in the alternation cost. In
Experiment 4 we test the more general class of task competition models. These
experiments will lead to amuch simpler view of the alternation cost. But first, we will

consider a point of methodol ogy.

Thelocus of factor effects

In the following experiments we will want to know which of the four parts of
the alternation cost are affected by particular manipulations. Before proceeding, it will
prove useful to consider how to do thisin general. Suppose afactor (for example,
response competition) affects the size of the alternation cost. We saw above how to
divide the alternation cost into the mixed list cost and the shifting cost. Thisalows us
away to assess which of these costs a factor effects (if not both). But how do we
assess whether afactor affects the baseline or RSl component?

Which of the baseline and RSI components a given factor affects can be
determined by manipulating RSI. The critical observation isthat at long RSI the RSI
component does not contribute to RT. Thus, if afactor hasits effect on the RS
component, then at long RSI the effect of the factor should vanish. On the other hand,
if afactor hasits effect on the baseline component then the effect of this factor should
not be changed by RSI. It might also be that a factor affects both components of the
aternation cost. In this case the factor should interact with RS| because, once again,
the RSI component contributes to RT at short RSI but not long RSI. However, the
effect of the factor should still be present at the long RSI since the effect of the factor

on the baseline component is still relevant here.



Furthermore, this same logic can be used to separate the mixed list and shifting
costsinto their RSl and baseline components: at long RSI only the baseline
component of the mixed list cost (shifting cost) should be present. If the mixed list
cost (shifting cost) issmaller at longer RSI than short RS, then it has an RSI

componen.

Experiment 3

In Experiment 3 we divide the alternation cost into the four components
discussed above. We used an AABB sequence in addition to the AAAA and ABAB
sequences used before. In addition, RSI's of 0 and 400 ms were employed in order to
determine whether the shifting cost is part of the RSl component or part of the baseline

component, or both, and similarly for the mixed list cost.

Method
The methods used in this experiment were the same asin Experiment 2, except as

noted.

Subjects. Twenty students participated for partial fulfillment of a course
requirement.

Apparatus and Stimuli. The stimuli were colored letters. The colors were the

same as those used in Experiment 2; the letterswere Q, V, L, and T. The response
keys were labeled as in Experiment 2 except that Q, V, L, and T took the place of
circle, pie, square, and X, respectively.

Tasks. Color Task: Subjects pressed the response key corresponding to the
stimulus color. Letter Task: Subjects pressed the response key corresponding to the

stimulus letter.
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Stimulus Lists. The colors and letters that occurred on each list were generated
analogously to Experiment 2, including the constraints placed in order to insure that
the response to the "irrelevant” attribute of one stimulus could not be the correct
response to the next stimulus.

Design. There were 18 blocks of 5 lists each, with each list containing 10
items. Task sequence was manipulated between blocks. There were six possible task
sequences. pure color, pure letter, color-letter, |etter-color, color-color-letter-letter
(two colorsin arow, followed by two letters, followed by two colors, etc.), and letter-
letter-color-color. The order of the blocks was determined as follows: the first three
blocks were some random permutation of pure color, color-letter, color-color-letter-
letter or some permutation of the other three block types. The next three blocks
(blocks 4-6) were a permutation of the three blocks types not used in the first three
blocks. Finally, thisorder of thefirst six blocks was repeated two more times for a
total of 18 blocks.

RSl and key condition were also varied. RSI was either 0 or 400 ms and was
randomly determined for each stimulus. Key Condition varied between subjects as

before.

Results and Discussion

Reaction Times. Figure 7 shows correct RT to stimuli from AAAA lists,

stimuli from ABAB lists, AABB-same stimuli, and AABB-different stimuli asa
function of RSI. On ABAB lists subjects might receive ared stimulus for the color
task and then two stimuli later receive ared stimulus for the color task once again. It
turns out that subjects are much faster on these fortuitoustrials. On AABB-different
stimuli, however, the task and stimulus can be repeated only in three stimuli, and on

AABB-same stimuli only in four. Thus, in order to facilitate comparison between



conditions, trials in which the task and relevant dimension was repeated on one of the
three previous stimuli were not included in the analysis (or in the figure).

The results from the AAAA and ABAB lists resemble previous findings of the
effect of RSI on the alternation cost. There was a441 ms alternation cost, and this was
significant, F(1,18) = 220, p < .01. RSI had an overall significant benefit of 86 ms,
F(1,18) = 123, p < .01; a 70 ms/item benefit on AAAA lists and a 122 mg/item benefit
on ABAB lists, and this difference was significant, F(1,18) = 6.8, p < .05.

There was one respect in which the datafrom AAAA and ABAB lists differed
from previous experiments. Key condition (same keys vs. different keys) significantly
interacted with aternation, F(1,18) = 6.6, p < .05. The alternation costs were 523 ms
and 364 ms for same and different key conditions, respectively. Although there was a
small trend in the same direction in previous experimentsin no other experiment was
the difference nearly so large (55 and 18 ms differences in Experiments 1 and 2,
respectively, compared to 159 ms here). It isunclear whether this difference arose due
to the presence of AABB lists or just by chanceu. In a pilot experiment with only
AABB listsand AAAA lists there was an 84 ms difference between the alternation
costs (calculated by mean RT on AABB-different stimuli minus mean RT on AAAA
lists) in the same keys and the different keys conditions, which is smaller than found
here but larger than in other experiments.

There was both a shifting cost and amixed list cost in this experiment. The
shifting cost (AABB-different minus AABB-same) was 197 ms, F(1,18) = 90, p < .01,
and the mixed list cost (AABB-same minus AAAA) was 236 ms, F(1,18) = 204, p <

.01. The parceling of the alternation cost into these two components is partially

6The effect of key condition on the alternation cost was not due to the filtering out of trials in which the
task and stimulus were both recently repeated since the difference in the alternation cost between key
conditionsis still 130 ms without this procedure applied.



validated by the lack of any difference between mean RT to stimuli from ABAB lists
and AABB-different stimuli, F<1. These data do not support the hypothesis that the
entire alternation cost occurs because the subject isin the wrong task set when each
stimulusis presented. If this were the case then there should have been no mixed list
cost at all. Thefact that there is a shifting cost, however, is consistent with set
switching and/or a"tuning" effect accounting for alarge part of the alternation cost.

It will be recalled that the interaction of RSI with afactor tests whether the
factor effects the RSI or baseline component. The mixed list cost was 255 msat 0 ms
RSl and 240 ms at 400 ms RSI, and this interaction was not significant, F<1. Thus,
the mixed list cost would seem to be part of the baseline component of the alternation
cost. In other words, there is no RSI component of the mixed list cost. RSI did have a
significant effect on the shifting cost, F(1,18) = 7.3, p < .05, but the shifting cost did
not vanish at the long RSI: the cost at 400 ms RSI was 158 ms, which was significant
F(1,18) = 62, p < .01. Theseresultsindicate that the shifting cost has both abaseline
and an RSI component. Errors. The by-item error rates for Experiment 3 are
shown in Table 5 as afunction of key condition and sequence. Unlike previous
experiments there was an overall effect of key condition, F(1,18) = 5.2, p <.05, task
sequence, F(2,36) = 8.7, p < .01, and an interaction of the two variables, F(2,36) = 4.2,
p <.05. Although the error rates are higher than in Experiment 1 and 2, they are still
low by choice RT standards. In addition, the RT effects cannot be explained as speed
accuracy tradeoffs since the slower conditions are the ones with the higher rates.
Finally, AABB lists were not restarted on AABB-different stimuli significantly more

or less often than on AABB-same stimuli, F < 1.

Summary of Experiment 3




Part of the aternation cost can be attributed to the subject having done a
different task just before (the shifting cost). Thereis another part of the alternation
cost, however, that appears to be due to the fact that two tasks are relevant on
aternating lists compared to only one on pure lists (the mixed list cost). Both of these
costs are large: 236 and 197 ms, respectively. At long RSI the mixed list cost is not
reduced. Thus, more time does not allow subjects to overcome the difficulties of
performing atask on amixed list. The shifting cost, on the other hand, is reduced with
RS, but not eliminated. This means that the shifting cost can be divided into a
baseline component and an RSI component, just like we divided the alternation cost

into these components.

Response and Task Competition

We now turn to the hypothesis that the entire alternation cost is explained by
some processing for the currently irrelevant task being done on the current stimulus
(task competition). Itislogically possible that the entire alternation cost reflects
response or task competition. For example, subjects might be able to better suppress
the inappropriate task after alonger RSI, accounting for the RSI component. It might
further be that atask cannot be fully inhibited given even the long RSI's used in
Experiment 1-3, but that actually doing task A, say, inhibits the set for task B more
effectively, thus explaining the baseline shifting cost.

Experiment 1 provides atest of response competition models. In the Same-
Keys condition of this experiment the color and form of the stimuli were sometimes
associated with the same response key (e.g., ared "A" in Experiment 1) and were
sometimes associated with different keys (e.g., ared "B" in Experiment 1). These
stimuli will be called compatible and incompatible stimuli, analogous to compatible

and incompatible stimuli in the Stroop task (Stroop, 1935). Since both tasks lead to
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the same response with compatible stimuli, response competition should not occur
with them.

Figure 8A shows correct mean RT as afunction of compatibility, alternation,
and RSl in the same keys condition of Experiment 1. Compatibility had an overall
effect of 65 ms, F(1,17)=54, p < .01. The compatibility effect was larger in the
alternating condition (90 ms) than in the non-alternating condition (40 ms) and this
difference was significant, F(1,17)=6.5, p < .05. The effect of compatibility was 89 ms
at 0 ms RSl in the alternating condition and 91 ms at 1500 ms RSl in the alternating
condition, F < 1.

Response competition is not reduced by the long RSI. Thus, response
competition is not part of the RSI component. But this does not address whether
response competition effects are in the mixed list cost or in the baseline component of
the shifting cost. Thisistested by Experiment 3. If response competition accounts for
part of the shifting cost, then the effect of compatibility should be very much reduced
on AABB lists in the case where the task repeats (AABB-same stimuli) compared to
when the task alternates (AABB-different stimuli).

Figure 8B shows mean RT as a function of compatibility and RSI for AABB-
same and AABB-different stimuli in Experiment 3. The overall effect of compatibility
was 95 ms, and this was significant, F(1,9) = 19, p < .01, and asin Experiment 1 it did
not interact with RSI, F < 1. Furthermore, the compatibility effect was not
significantly effected by whether the previous task was the same or different from the
current one, F < 1.

These analyses show that response competition effects are just aslarge on all
stimuli on mixed lists, whether or not the task repeats or alternates, and whether or not
along or short RSI is provided. Thus, response competition effects account for part of

the mixed list cost, but nothing else. However, response competition is not much



larger in the alternating condition than in the non-alternating condition, so it does not

contribute all that much even to the mixed list cost.

Experiment 4

Response competition is the most straightforward form of task competition. In
fact, it is hard to concretely specify atask competition model that would not also
predict that when the responses for the two tasks match, the "competition" will be
gone. However, this does not mean that such amodel isincorrect. In Experiment 4
we assess the role of task competition on alternating lists by producing a situation in
which some of the stimuli are relevant to only one of the tasks. If these stimuli still
show an alternation cost then it would indicate that there is more to this alternation
cost than the application of the irrelevant task to the current stimulus.

In Experiment 4 the color and letter tasks from before were employed. A
random 80% of the stimuli on each list were colored |etters and the other 20% were
white letters or colored discs. Thus, 80% of the stimuli were bivaent (relevant to both
tasks) while the other 20% were univalent (relevant to only one of the tasks). Note
that when a univalent stimulus occurred, it was always the stimulus called for by the
sequence. If the alternation cost occurs because there are two conflicting sources of
information on that stimulus, then the alternation cost should not be present for
univalent stimuli. On the other hand, if all that isrequired is that before presentation
the subject believes there might be two sources of information, then the alternation
cost should still be found. So that we can compare RT to univalent stimuli to RT to
compatible stimuli, only the Same-Keys condition was used. Finally, RSI was
manipulated in order to determine whether any reduction in the alternation cost that
might occur is due to areduction of the baseline component, the RSl component, or

both.
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Methods
The methods used in this experiment were the same asin Experiment 2, except as
noted.

Subjects. Twenty-four students at the University of California, San Diego
participated for partial fulfillment of a course requirement.

Apparatus and Stimuli. The stimuli were colored letters, white letters, and

colored circles. The white letters and colored disc will be called univalent stimuli, the
colored letters will be called bivalent stimuli. The letters and colors were the same as
in Experiment 3. The colored circle was the same as used in Experiment 2.

Design. Task Sequence varied between blocks of 5 trials. The order that the
different task sequences occurred in the first 4 blocks was one of the 8 possible orders
in which every other block was a non-alternating block and every other block was an
alternating block. This ordering was then repeated 3 more times for atotal of 16
blocks. The different block orderings were counter-balanced across subjects so that
there were 3 subjects with each of the 8 possible block orderings.

Valence and RSI varied within each list. RSl was randomly chosen with equal
likelihood from the two possible choices of 0 and 400 msfor each stimulus. There
was an 80% chance for each stimulus to be bivalent, and a 20% chance to be univalent.
Finally, key condition was not manipulated: all subjects were in the same keys

condition.

Results and Discussion

Reaction Times. Mean correct RT in Experiment 4 isshown in Figure 9 asa

function of RSI, aternation, and stimulus type (compatible, incompatible, or

univalent). The overall aternation cost was 316 ms, F(1,23) = 197, p< .01. For
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bivalent stimuli the alternation cost was 369 ms, whereas for univalent stimuli the
alternation cost was 263 ms. Although the aternation cost was significantly reduced
in the univalent condition, F(1,23) = 47, p < .01, the 263 ms alternation cost for
univalent stimuli was significant, F(1,23) = 151, p < .01. Thus, it would appear that
the alternation cost still occurs even when task competition is no longer present.

In contrast to previous experiments, the effect of RSl on the alternation cost did
not reach significance, F(1,23) = 1.4, p > .2. Note, however, that RSl still had an
effect, F(1,23) = 198, p < .01, just not a significantly larger one on aternating lists.
Although the overall effect of RSl on univalent stimuli was somewhat less than on
bivalent stimuli (83 msvs. 93 ms), this difference did not reach significant, F<1, and
neither did the 3-way interaction between valence, alternation, and RSI, F<1.

The effects of response competition found in the present experiment are similar
to previousfindings: There was an overall 85 ms response competition effect, F(1,23)
=91, p<.01. Response competition was 128 on alternating lists and only 38 mson
non-alternating lists, and this difference was significant, F(1,23) = 20, p<.01. And
findly, as before, RSI did not interact with the response competition effect, F(1,23) =
23, p>.1

The extent to which task competition is afactor beyond response competition
can be seen by comparing RT on univalent stimuli to RT on compatible stimuli. On
non-alternating lists univalent stimuli were responded to a non-significant 10 ms
slower than compatible stimuli, F<1, and this difference was not effected by RSI, F<1.
Thus, univalent stimuli are a neutral condition to compatible and incompatible stimuli
on non-alternating lists. On alternating lists, on the other hand, univalent stimuli were
responded to an average of 48 ms faster than compatible stimuli, F(1,23) = 11, p< .01,
and this difference was also not affected by RSI, F < 1. Thus, it appearsthat thereisa

small task competition effect beyond response competition. Since the task competition



effect does not interact with RSI, it must be part of the baseline component of the
aternation cost.

Errors. The by-item error rates were 3.4% and 2.2% for alternating and non-
alternating task sequences, respectively (0.44 and 0.28 restarts per list). The effect of
sequence was significant, F(1,23) = 15, p<.01. Thus, asin Experiment 3, subjects
made more errors when aternating between tasks. But this cannot explain the
alternation cost since more conservative responding on alternating lists should only

make subjects slower on those lists and hence increase the effect.

Interim Summary

Experiments 3 and 4 increase our understanding of the alternation cost
considerably. The result isthat we can revise Table 4 proportionally. First, in
Experiment 3 it was shown that the mixed list cost was additive with RSI whereas the
shifting cost interacted with RSI. Thus, the entire RSl component of the alternation
cost occurs precisely when the subject must do a different task from the stimulus
before. In other words, the entire upper left corner of Table 4 has no cost associated
with it. Furthermore, response competition was additive with RSI in Experiment 1 and
3 and was no larger on AABB-different stimuli than on AABB-same stimuli in
Experiment 3. Therefore, response competition has its effects exclusively on the
mixed list cost (upper right corner of Table 4). In Experiment 4 it was shown that task
competition has only limited effects beyond response competition (48 ms), and these
effects were limited to the baseline component.

Table 6 shows the revised mapping of the various possible reasons that the
alternation cost occurs mapped onto the 2x2 division of the alternation cost as done in
Table 4. Although not strictly ruled out by the data, task competition probably does

not contribute to the baseline component of the shifting cost. Thisis because task
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competition is probably only present where response competition is. Thusit probably
only contributes to the mixed list cost.

In Section One we argued that there were two components to the alternation
cost -- the RSI and baseline components. This argument was partly based on the
observation that it appeared as if aternating list performance would not be as fast as
non-alternating performance even with avery long RSI. However, there was still a
slight speedup between 800 and 1500 ms RSI in Experiment 2, so we cannot
demonstrate conclusively that alternating performance would not eventually reach non-
aternating list levels. But it was further argued that during the first 200 ms RS
alternating performance improved very much and thereafter much less. Thus, even if
very long RSI resulted in equal performance on alternating and non-alternating lists, it
would seem likely that there would be at least two underlying problemsin alternating
list performance -- one overcome within 200 ms and one much more slowly -- and
these problems might be affected by different factors.

We now have additional justification for supposing that there are separate
baseline and RSl components to the alternation cost. Figure 10 shows the pattern of
interactions of RSI with different factors from Experiment 1, 3, and 4. If there werea
single problem that occurs on alternating lists that was overcome quickly at first and
thereafter more slowly, then the most plausible outcome isthat RSl would interact
with al factorsthat lead to partialy overcoming this problem. However, three of the
four factors are additive with RSI while the fourth, the shifting cost, interacts
dramatically. Thus, amodel in which at least two separate causes of slowing are

independently affected by different factorsis the most plausible.

The baseline component of the alternation cost.
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It isinteresting to try to account for the entire baseline component of the
aternation cost. The pie chart in Figure 11 shows the alternation cost at 400 ms RSl in
the same keys condition of Experiment 3. The entire alternation cost in this condition
iIS460 ms. The mixed list cost accounts for 302 ms of this. At 400 msRSI thereisa
158 ms shifting cost. Not all of this, however, is actualy part of the baseline
component. In Experiment 2 it was found that the alternation cost continues to
decrease with RS| after 800 ms by 5 ms/100 ms RSI. Thus, about another 55 ms of the
alternation cost at 400 ms RS| can be attributed to leftover RSI component. Thus, the
baseline shifting cost (the "tuning” cost) accounts for about 100 ms of the alternation
cost at thisRSI. Finally, task and response competition account for 107 ms of the
mixed list cost”.

How might we account for the remaining 140 ms of the baseline component?
First, it might be that there is slightly more of the RSl component reflected in the
alternation cost at 400 ms than the 55 msindicated above. This uncertainty arises
because it is unclear whether in Experiment 2 RT had asymptoted as a function of RSI
by 1500 ms RSl yet or not. Second, it might be that doing atask once does not get a
subject fully ready to do that task again. Instead, more "tuning" might be needed to
make processing as efficient as on non-alternating lists. Thus, the shifting component
might actually be larger than the 100 ms arrived at above. Third, a criterion effect

might account for some of the remaining 140 ms. Thus, because subjects are more

"The amount of the alternation cost that response and task competition accounts for was determined as
follows: First, assume that if all other factors were controlled for that subjects would respond to
univalent stimuli as fast on mixed lists as pure lists. Then from Experiment 4 we can estimate the cost
and/or benefits of compatible and incompatible stimuli on both pure and mixed lists. So, subjects are 10
ms faster on pure lists when the stimulusis compatible than when it is univalent, and 32 ms slower when
itisincompatible. Thus, since 4/7 stimuli are incompatible and 3/7 are compatible, subjects are 14 ms
slower on non-alternating lists due to task and response competition. Since subjects are 48 msand 176
ms slower on aternating lists when the stimulus is compatible and incompatible, respectively, rather
than univalent, the cost of response and task competition is 121 ms on alternating lists. Thus, 107 ms of
the shift cost is accounted for by response and task competition.
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susceptible to errors -- maybe even because of task competition -- they select responses
more conservatively. Asaresult, even when a univalent stimulus occurs (and task and
response competition effects are eliminated), subjects are still Slowed because they

select responses more conservatively than on non-alternating lists.

The RSl component of the aternation cost.

The shifting cost interacted with RSl whereas the mixed list cost was additive
with RSI. This suggests that the entire RSl component is a shifting cost. 1.e., RSl has
no benefit on mixed lists beyond the benefit on non-alternating lists, except when a
shift of task set isrequired. But what occurs during the RSI when such ashift is
required that allows subjects to respond faster?

One possihility isthat some type of adiscrete set switch occurs. As discussed
above, this means that when the task changes, processing on the new task cannot
proceed until the switch processis complete. At short RSI the time taken to
implement this switch isincluded in RT whereas at long RSI the switch occurs during
the RSl interval, hence the speed-up.

A switch of set need not be discrete in this way, however. What we have
called agradual set switch holds that asthe RS| interval passestask set isin some way
modified such that the switched-to task will be performed more efficiently, and this
change of set occurslittle by little. The gradual set switch is distinguished from the
discrete set switch in supposing that once the stimulus is presented, processing on the
task will begin. Thus, the speed-up in RT with longer RSI occurs because processing
ismore efficient at long RSI than at short RSI. A discrete switch, on the other hand,
does not hold that processing efficiency varies at different RSI except in the sense that

the subject is either in the right task set already or not.



It isinteresting to ask how the set of the subject is modified by a set switch
process. A set switch -- either discrete or gradual -- could correspond either to the
activation of the switched-to task set or the inhibition of the switched-from task set, or
both. In addition, it might also be accompanied by a criterion change due to less
susceptibility to errors as the switched-to task set is activated and/or the switched-from
task set isinhibited.

A set switch supposes that somehow the machinery that selects responses
becomes more efficient at selecting responses for the switched-to task during the RSI.
It might be, however, that nothing of this sort occurs. Instead, perhaps all that happens
isthat the subject decides which task the machinery will be used for. In the non-
alternating condition, however, no such decision needs to be made since the same task
isdone throughout alist. Thisisthe set decision hypothesis considered above.

One or more of these hypothetical processes might occur during the RSI on
alternating lists. The data up to this point do not help to discriminate between the
various possibilities. In Experiments 5-7 we further explore task switching in order to

get a better handle on what occurs during the RSI.

Experiment 5

In Experiment 5 we further characterize the RSI component of the alternation
cost. Subjects made button press responses to the color and forms of colored letters.
As before, they either alternated between the two tasks or performed the same task on
each itemin alist. Somewhere between the 5th and 10th item, however, the stimulus
was univalent. Half thetime it wasfor the task called for by the preceding task
sequence and half the time it was not, and subjects performed whichever task was
relevant. Thus, the task sequence might be color-letter-color-letter followed either by

awhite letter or by acolored circle. In addition, RSl was 0 msin some blocks and 400



msin others. There are two key issues here: 1) Will subjects be aided when instead
of having to do the aternate task as they expect they have to do the same task they just
did?2) What will the effect of RSI be when it is the wrong task that they are preparing
for?

A gradual set switch model supposes that the subject is better prepared for the
switched-from task at the beginning of the RSI, but better prepared for the switched-to
task more and more towards the end of the RSI. It therefore naturally explains how
subjects might be better off getting an unexpected same task than an expected different
task at 0 ms RSI, but the reverse be true at the end of the RSl. However, itisaso
possible that a subject cannot immediately begin selecting a response for atask that
was not expected. It might be that instead there is a delay before the appropriate task
can be applied. Even in this case, however, more RSI ought to hurt the subject on an
unexpected same task since the RS interval is spent preparing for the wrong task.

A discrete set switch or a set decision model, on the other hand, makes
different predictions. Both of these models assume that the RSl is used to commit the
subject to one of the two tasks. Thus, if we assume that this operation cannot be
terminated prematurely, then getting a stimulus for an unexpected task should slow the
subjects down considerably. Infact, if an unexpected task occurs subjects would have
to commit first to the expected task and then to the unexpected but now correct task.
Because of this, these models predict that RSI will help the subject respond faster.
Thisis because thefirst of the two switches/decisions can occur during the RSI.

Thus, agradual set switch, a discrete set switch, and a set decision model are
al consistent with the finding that when the univalent stimulus unexpectedly repeats
the previous task, subjects are slower than when it is the (expected) alternate task. In
addition, agradual set switch is also consistent with the opposite outcome. Finally,

whereas the other two possibilities predict that RSl will not hurt subjects performance

55



56

when the univalent stimulus is for the unexpected task on alternating lists, a gradual

set switch predictsthat it will.

Methods
The methods used in this experiment were the same as in Experiment 3, except as

noted.

Subjects. Thirty-two undergraduate students at the University of California,
San Diego participated for partial fulfillment of a course requirement.

Stimulus Lists. Each list consisted of the presentation of five to ten stimuli.
The last stimulusin each list was univalent, al the others were bivalent. Otherwise,
the lists were generated just as in Experiment 3.

Design. Task Sequence and RSI varied between blocks of ten trials each.
There were four Task Sequences (color, letter, color-letter, and letter-color) and two
RSI's (0 and 400 ms). The task sequence of the first four blocks was chosen from one
of the eight possible permutations of the four task sequences such that every other
block had alternating lists and every other block had non-alternating lists. This block
ordering was then repeated three more times for atotal of 16 blocks. RSI was
randomly determined for the first four blocks, the complements were used for the next
four, the values used in blocks 5-8 for the next four, and the values in blocks 1-4 for
the final four blocks. Oneitem in each list was univalent. Thisitem was aways the
last item, and was randomly selected from position five to ten. Finally, the order in
which the task sequences occurred across blocks and key condition was counter-

balanced across subjects.

Results and Discussion
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Reaction Times. Figure 12 shows correct RT to bivalent stimuli as afunction

of alternation and RSl in Experiment 5. Key condition did not interact with any
variable, so it is averaged across in the figure and not reported in the analyses that
follow. The datafrom bivalent stimuli paraleled previous findings: There was an
overall aternation cost of 328 ms, F(1,30) = 247, p < .01, and an overall RS benefit of
104 ms, F(1,30) = 120, p < .01. The alternation cost a 0 ms RSl was 380 ms and the
aternation cost at 400 ms RSI was 284 ms, and this difference was significant, F(1,30)
=16, p<.0L.

When a univalent stimulus occurred in this experiment, subjects no longer
performed the task determined by the instructed task sequence, but instead performed
whichever of the two tasks was relevant to the univalent stimulus. Figure 13 shows
correct RT to univalent stimuli in the 0 ms RSI condition as afunctions of bivalent
sequence and whether the univalent task was the same as the previous task or not.
Subjects were overall 132 msfaster on non-alternating lists than on alternating lists,
F(1,30) = 87, p < .01. When the univalent task was the same as the previous (bivalent)
task, RT was an average of 102 ms faster than when it was different, F(1,30) = 38, p <
.01. This effect, however, depended on whether the bivalent part of the list was
alternating or not: when it was non-alternating, there was a much larger 372 ms effect,
and when it was alternating there was a 148 ms effect in the opposite direction. This
interaction between alternation and same vs. different task was significant, F(1,30) =
87, p<.01. Oneway tolook at these findingsis that subjects were faster when the
univalent stimulus was for the task that continued the bivalent task sequence. In
particular, although in Experiment 3 it was found that there was an advantage of doing
the same task two timesin arow, there was no overall advantage here. In fact, the
slowest overall condition was when the bivalent sequence was alternating and the

univalent task was the same as the previous task.



As noted previously, agradual set switch is consistent with this result if one
assumes that there is some delay that occurs when the stimulusis for an unexpected
task. However, thismodel also predicts that as RSI increases, subjects should become
even slower when an unexpected repeated task occurs. Figure 14 shows the RSI
benefit found in the four univalent conditions. RS provided a benefit of 54 ms when
the univalent task continued the bivalent sequence compared to a 50 ms benefit when
it did not, F<1. Theinteraction of this variable with whether or not the bivalent
sequence was alternating was not significant, F(1,30) = 1.1, p > .3 nor was the overall
effect of bivalent sequence on the RSI benefit, F<1. In short, lengthening RSI always
helps and approximately to the same extent, even when subjects are expecting the
wrong task at the end of it. This strongly argues against agradual set switch.

Errors. The mean number of times each list had to be re-started because of an
error isshown in Table 7 as afunction of task sequence, RSI, and key condition. By-
item error could not be computed because lists varied in length. Key condition and
task sequence were both significant, F(1,30) = 4.5, p < .05, F(1,30) = 19, p < .01,
respectively, aswas also true in Experiment 4. The interaction of these variables was
not significant, F(1,30) = 1.5, p>.2. RSl did not have an effect on the number of
restarts, F<1, although there was a significant interaction between RSI and key
condition, F(1,30) = 4.2, p < .05. There were no other significant interactions.
Although, asin previous experiments, there do seem to be significant effects on error
rates, conditions with higher ratesin general correspond to conditions with slower RT,
thus speed-accuracy tradeoffs are not a concern.

One question unanswered by the above is whether subjects are more or less
likely to make an error on the univalent stimuli. If errors arejust as likely on univalent
as bivalent stimuli then 14.1% of the trial restarts should occur on univalent stimuli.

On non-alternating lists 22.1% and 14.7% of the restarts were on univalent stimuli, for



0 and 400 ms RSI's, respectively. Thefirst of these two figures was significantly
different than 14.1%, F(1,31) = 5.4, p < .05, but the second was not, F<1. On
aternating lists 11.6% and 15.2% of the restarts were on univalent stimuli for O and
400 ms RSI's, respectively. Neither of these were significantly different from 14.1%,
F=1.0 and F<1. Thus, athough these figures do not give a clear answer one way or the
other, they do suggest that at least on alternating lists subjects are not much more or

less likely to make an error on a univalent stimulus.

Hybrid Models

One aspect of the data that should not be overlooked isthat on aternating lists
there was a smaller RSI benefit when responding to univalent stimuli than when
responding to bivalent stimuli (54 msvs 116 ms). A discrete set switch or a set
decision model would most naturally predict that the RSl benefit would be the same on
univalent and bivalent stimuli. Thisis because these models hold that the benefit is
found for the same reason for both univalent and bivalent stimuli: the decision to
respond to the expected task or the switch to thistask occurs during the RSI.

Is this pattern of results consistent with a hybrid model, say a discrete set
switchin parallel with agradual switch, each switch accomplishing a different aspect
of preparing for atask? A hybrid model of this sort would explain a smaller benefit on
alternating lists when the univalent task does not continue the sequence. That is, the
RSI effect would be the sum of the benefit derived from performing the discrete switch
during the RSI and the cost of gradually preparing for the wrong task. However, a
hybrid model would still predict alarge RSI benefit when the univalent task continues
the alternating sequence, and this did not occur. It would seem, then, that (hybrid

models true or not) an explanation of the small RSI benefit must be sought el sewhere.

59



One possibility is that subjects sometimes recognize that the stimulusis
univalent before they recognize which task it isfor, and at this point re-set themselves
from "scratch”, i.e., even if it means performing a switch to the set they are already in.
On such trias, there would be no RSI benefit since the setting for the appropriate task
begins when the stimulus is presented no matter what the RSI.

Nonetheless, the main point should not be overlooked: when the RSI can only
be spent preparing for the wrong task, RSI resulted in a benefit and not acost. Thisis
at odds with a gradual switch. In addition, subjects were slower on alternating lists
when the univalent stimulus did not continue the alternating sequence than when it
did. Thisis predicted by models that suppose the RSI component of the alternation
cost corresponds to some process that commits the subject to one of the two tasks, and
when the subject commits to the wrong task a switch back is necessary. A discrete set
switch and the set decision model are examples of this. Thisis not to say that a hybrid
model is completely ruled out. But, such amodel offers no additional explanatory
power over adiscrete set switch or a set decision model. Moreover, the gradual set
switch in a hybrid model would seem to play only a small role since the RSI benefit is
only dlightly smaller on unexpected repetitions (alternating lists, previous task same)
than on expected alternations (aternating lists, previous task different). Thus, we can
conclude that if thereisagradual set switch it is not the only or even main underlying

cause behind the RSI component.

Experiment 6

In the Introduction it was noted that Spector and Biederman (1976) found that
when subjects alternate between digoint tasks -- tasks that use digjoint stimulus sets --
thereislittle or no aternation cost. This presents abit of apuzzle: In Experiment 3

we found that set shifting has sizeable effects on both the baseline and RSI
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components of the alternation cost, and this factor (unlike response and task
competition, for example) would not seem to go away just because the stimulus sets
aredigoint. Asmentioned in the Introduction, one solution to this puzzle would be if
when the stimulus sets are digjoint, subjects can form atask set in which they are ready
for both tasks at once. When all the stimuli in alist are bivalent, however, the task set
must exclude the irrelevant task (or else the subject would be extremely error prone),
thus requiring a set switch each stimulus.

In Experiment 6 we test a case that is intermediate between digoint tasks and
tasks with bivalent stimuli. Thefirst six stimuli in each list were bivalent; the next
four were univalent. Subjects either alternated between the letter and color task on the
first six stimuli or performed one task on al stimuli. Whether each univalent stimulus
was aletter or a color was randomly determined for each stimulus independently, and
the subject performed whichever task was relevant on these stimuli. Thus, it might be
that on the univalent part of the list subjects will no longer have to be ready for just
onetask at atime, thus avoiding a set switch when the task changes. On the other
hand, it might turn out that subjects will still incur a switching cost .

The outcome of this experiment will help us better understand what occurs
during the RSI. For example, suppose that the RSI is spent inhibiting the switched-
from task to undo the "tuning" effect. That is, doing atask puts the subject in a statein
which they are ready for that task again (the "tuning" effect) and the RSI on alternating
listsis spent inhibiting the task set for the task just done so that it does not interfere
with the selection of the next response. Suppose further that the subject can be ready
for both tasks so long as each has been performed since inhibition was turned off.
Then on the univalent part of the list , where this inhibition can be turned off, there
should be no more cost associated with changing tasks after each task has been

performed once.
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Methods
The methods used in this experiment were the same as in Experiment 5, except as
noted.

Subjects. Thirty-two undergraduate students at the University of California,
San Diego participated for partial fulfillment of a course requirement.

Stimulus Lists. The lists were generated just as in Experiment 5, except that
list positions 1 through 6 were always bivalent and positions 7 through 10 were
always univalent. Which task each univaent stimulus was for was randomly
determined.

Design. The design wasidentical to Experiment 5, except that RSI was fixed

at 0 ms throughout and there were only 8 trials in each block.

Results and Discussion

Reaction Times. The datafrom the bivalent part of the lists replicated previous

findings. RT was 803 ms and 1214 ms on non-alternating and alternating lists,
respectively, and this 409 ms aternation cost was significant, F(1,30) = 297, p < .01.
Asin Experiment 3 there was a significant effect of key condition on the aternation
cost, with a 465 ms alternation cost in the same keys condition and a 356 ms
aternation cost in the different keys condition, F(1,30) = 5.3, p < .05.

Figure 15A shows mean correct RT on univalent stimuli as afunction of list
position (7-10) and bivalent sequence (alternating or non-alternating) when the last

bivalent task plus the univalent sequence up to that point was non-alternating. The

two dotted linesin the figure refer to mean RT to bivalent stimuli for both alternating
and non-alternating bivalent sequences. When the bivalent sequence is alternating and

the first univalent stimulus does not continue the sequence subjects are 161 ms slower



than they are on the bivalent part of thelist. Thisissimilar to what was found in
Experiment 5. There was a significant effect of the bivalent sequence, F(1,30) = 40, p
< .01, but thisis due to the difference on response number 7, with an average
difference of only 5 msfor the other 3 stimuli; the interaction of bivalent sequence and
list position was significant, F(1,30) = 50, p < .01. In addition, the overall effect of list
position was significant, F(3,90) = 97, p < .01. There was also asignificant interaction
of bivalent sequence and key condition, F(1,30) = 7.8, p < .01, paralleling that found
on the bivalent part of the lists.

Figure 15B shows mean correct RT on univalent stimuli as afunction of list
position and bivalent sequence when the last bivalent task plus the univalent sequence
was aternating. The datafrom one subject is not included in the figure or the analyses
below because this subject had no cases in which the univalent sequence happened to
be alternating all the way to the final stimulus. RT dropped from 1239 ms on the first
univalent stimulus to 926 ms on the last, or from 23 ms slower than bivalent
aternating RT and 433 ms slower than bivalent non-alternating RT to 283 ms faster
than bivalent alternating RT and 113 ms slower than bivalent non-alternating RT. The
effect of list position was significant, F(3,87) =50, p <.01. Neither the effect of
bivalent sequence nor itsinteraction with list position were significant, both Fs< 1.

These data indicate that subjects do not immediately go into a"combined” task
set in which they can respond to both color and letter stimuli without an alternation
cost. Thatis, evenin list position 10 thereis an aternation cost. The datain Figure
15C back this up further. This figure shows mean correct RT on univalent stimuli asa
function of response number, bivalent sequence, and whether the previous task was the
same or different, regardless of the univalent sequence before that. 1t will be noticed
that the difference between same versus different previous task islarger in Figure 15C

than in Figure 15B. The reason for this will become more clear below.
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Errors. Table 8 shows the by-item error rates for alternating and non-
aternating listsin Experiment 6 broken down by val enceg. The error rate to bivalent
stimuli was 1.0% higher than the error rate to univalent stimuli, and this difference was
significant, F(1,30) = 18, p < .01. In addition, the error rate on alternating lists was
higher than the error rate on non-alternating lists by 0.9%, and this difference was also
significant, F(1,30) = 32, p <.01. These two variables significantly interacted, F(1,30)
=17, p <.01, corresponding to the fact that the majority of the valence effect was on
aternating lists. Finaly, key condition was not significant, F < 1, but did significantly
interact with valence, F(1,30) = 5.3, p < .05, indicating that the majority of the valence
effect occurs in the same keys condition. No other interactions with key condition
were significant. Asin other experiments, higher error rates corresponded to slower

RT's, so speed-accuracy tradeoffs are not an issue.

The inhibition model

The inhibition model discussed above makes very specific predictions here:
On the univalent part of the list there is no need for inhibition, so once each task has
been performed on this part of the list both sets should be loaded and the alternation
cost should go away. However, asis apparent from Figure 15, thereisasizable
aternation cost even on the last univalent stimulus. So it does not seem to be the case
that subjects can simply turn off some inhibition of inappropriate mappings and

thereby keep both mappings fully activated.

8The per item error rate for univalent stimuli is computed with the formula:
uni-error = 1 - 4th-root of 1/(1+uni-restarts).

For bivalent stimuli, a correction isfirst applied to the restarts:
bi-restarts = bi-restarts* (1-uni-error).

The per item error rate for bivalent stimuli is then:
bi-error = 1 - 6th-root of 1/(1+bi-restarts).

See Appendix for details.
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One might think, though, that it worked in adightly different way. It might be
that each time a subject does atask on the univalent part of the list, that task isloaded
abit more. Eventually after doing it several timesit becomes "fully" loaded.
Moreover, it might be that preparing for one task makes the subject less prepared for
the other, i.e., preparation is a zero sum gameU. To test this possibility we looked at
RT on the final univalent stimulus (list position 10) as a function of the preceding
sequence. If thetask 1-back and 2-back (list position 9 and 8, respectively) were the
same as the present one subjects were on average 175 ms and 162 ms faster,
respectively, than if the corresponding tasks were different. These effects were
significant, F(1,30) = 121, p < .01, and F(1,30) = 116, p < .01, respectively, and there
was no significant interaction, F<1. These effects are consistent with the above
hypothesis. However, if the task 3-back (list position 7) was the same subjects were an
average of 41 ms slower, F(1,30) = 15, p < .01. The two-way interactions with the
other two variables were not significant, but the 3-way interaction was, F(1,30) = 22, p
<.01. It would seem hard to reconcile the harmful effect of having done the same task

3 stimuli back with abit by bit loading of task set.

Set expectation effect

Why is there aharmful effect of having done the same task 3 stimuli back? It

turns out that the entire pattern of effectsiswell explained as a set expectation effect.

That is, subjects expect one task or the other and pay a cost when they arewrong. To
make this point clear we will first consider some data from 2-choice serial RT tasks.
In a2-choice serial RT task subjects are presented with one of two stimuli (say A and

B) on each trial, and make one button press response if they see an A and a different

90ne might wonder if preparation were really a zero sum game why there would be an alternation cost
with digioint tasks. However, this situation might only arise when some of the stimuli are bivalent.
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oneif they seeaB. The next stimulusis presented some time after the subject makes a
response to the previous stimulus. Figure 16A shows data from a 2-choice serial RT
task with short RSI (50 ms from key up) and long RSI (50 ms from key down) asa
function of the previous stimulus sequence from Vervaeck and Boer (1980,

Experiments 1 and 2, respectively). These will be called stimulus expectancy curves.

The sequences are laid out in the graph so that from left to right the recency and
number of aternations in the sequence increases. For short RSI, RT increases from
left to right. Thus, the more the recent sequence involves repeated elements, the faster
RT to the next stimulus will be. Even if the sequence up to this point has been
alternating, subjects are faster when the next stimulusis arepetition. However, with
longer RSI's, during which subjects are presumably able to build up expectations for
which stimulus will occur, RT first increases and then decreases from left to right. In
short, the more the sequence resembles either alternating or non-alternating the more
oneis helped if the next stimulus continues this sequence and the more oneis hurt if it
does not.

The same general pattern of effects found at long RSI in 2-choice serial RT is
found in Experiment 6, except that anticipation of the next task takes the place of
anticipation of the next stimulus. Figure 16B shows RT to the last univalent stimulus
on each list as afunction of the univalent task sequence up to and including this

stimulus (set expectancy curves). These data strongly resemble the long RSI datain

Figure 16A. Thus, just asVervaeck and Boer's subjects appear to expect one stimulus
or the other when given along RSI, our subjects expect one task or the other, and
apparently do something to prepare for that one at the expense of the other.

It seemslogical to suppose that the process that commits subjects to one task or
the other over the RSI on aternating lists is the same one that is applied to commit

subjects to one task or the other depending on the preceding sequence here. If thisis
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the case, however, it is difficult to understand why RT 4 a5 IS SO much faster than

RTaag: Bothentail aswitch from the task just performed to the aternating task.

One might suppose that the difference arises because the switch in the AAAB caseis
not performed until it is recognized that the stimulusis not for task A as the subject
had gambled, but in the ABAB case the switch is started right after responding to the
previoustask, i.e., the switch in the ABAB case gets a head start. However, the
difference isover 200 ms; it seems unlikely that subjects simply do nothing for 200 ms
when the preceding three tasks are different from the present one.

There are other problems for this account too. When the sequenceis ABAB
there should be both a baseline shifting cost and an RSI shifting cost. However,
RT agag - RTaaan isonly 118 ms -- much smaller than the sum of the baseline and
RSI components of the shifting cost on aternating lists. One might explain this by
supposing that there is no baseline component on the univalent part of thelist, but it is
unclear why this would be so.

There are till more problems. Consider the ABAB and ABAA sequences.

These correspond to the same task sequence on response number 7-9 and only differ in

the task that occurs on response number 10. Presumably, the fact that RT yg 5 iSless
than RT 54 iNdicates that subjects tend to switch to the alternate task set when the

preceding sequence alternates. Similarly, that RT 5 iSfaster than RT 4 55 indicates
that when the preceding sequence repeats subjects tend to remain set for that task.

Thus, when the sequence is ABA* (where the asterisks could be either A or B),

subjects tend to make an extra switch compared to AAA*, with no advantage on

average. Thus, RT 5+ should be much faster than RT yga«. Y€t, RT g4« iSSlightly

faster: 979 msversus 996 ms, F < 1.
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All of this makes sense, however, if we suppose that subjects are able to set
themselves for the task expected based on the sequence without atime cost. Thus,
after ABA subjects suffer only the baseline component if task B occurs and only the
RSI component if task A occurs. After AAA subjects suffer both components if task B
occurs and neither if task A occurs. This hypothesis makes an additional prediction:
RT aang RTagan = RTagag - RTaaaa. Where the quantities on either side of the equal
sign correspond to the baseline component of the shifting cost. The numbers on the
left and right of the equal sign are 146 ms and 131 ms, respectively, and they are not
significantly different, F<1. We do not, however, have much power in this comparison
since each of the four means above is based on RT to one stimulus every eight lists
(standard error of the mean for the comparison between the four means -- the
difference between the quantities on either side of the equal sign -- is 35 ms).

So what isit that occurs during the RSI on aternating lists? These results
suggest that it is some process that does not necessarily take any time, but does on
aternating lists and in the case, above, where the task was not the one expected based
on the preceding task sequence. Thisis not congenial with aset switch. Why would a
set switch take no time in some situations? For example, if the switch were analogous
to loading a set of rules for the upcoming task or changing the weights in a neural
network that selects the response for the task, it does not make sense that it usually
takes a couple hundred milliseconds but under other conditions takes no time at al.

The set decision model, however, fitsin quite well with thisdata. The critical
ideais that the subject must be set for one task or another, but that this setting does not
take long to accomplish. What does usually take time, however, is the decision of
what task to be set for. On alternating lists this amounts to a memory retrieval for
what task is next. However, when the sequence is random and the stimuli are

univalent, the initial decision depends on the preceding task sequence and is



accomplished about as quickly no matter what the sequence. If this decision iswrong -
- which is the case half the time -- a new decision must be made to get set for the other
task, and the duration of this decision includes the time taken to "notice" that the
stimulusisfor the other task. Thereis, however, still a baseline cost of alternating,
which explains why the right half of Figure 16B is raised by about 120 ms over the left
half (in particular, ABAB over AAAA).

In short, the set expectancy curves are well explained if we assume that the RS
component of the shifting cost corresponds to a process that commits the subject to
one task or another and that this process can be completed without large time costs
when it is determined by the preceding sequence of stimuli. This also explains why
the alteration cost shown in Figure 15B was much smaller than the effect of doing the
same versus different task on the previous stimulus in Figure 15C -- the alternation
cost in Figure 15B only reflects the baseline component of the alternation cost because
subjects anticipated that the sequence would aternate. A set switch isinconsistent
with these findings because it should take just aslong to load a new set when the
stimuli are univalent as it does when the stimuli are bivalent. The task set decision
model, however, is consistent with this, since by this hypothesis it does not take alarge
amount of time to commit to one set or another, but it is the decision of which task to
commit to that takes time, and there is no reason that this decision cannot sometimes

be very quick.

Experiment 7

In Experiment 3 we found evidence that doing two of the same task in arow
results in better performance on the second one. In Experiments 5 and 6 this did not
occur, but presumably this was because subjects were expecting the other task and

began performing some type of switch which they could not halt. One might think that
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in Experiment 6 subjects should have known not to perform this switch since the first
univaent stimulus was always the 7th in the list. However, subjects may not have kept
track of wherein the list they were. In Experiment 7 asin Experiments 5 and 6
subjects aternated between two tasks until one stimulus occurred that was univalent
for one or the other of the two tasks. But in this experiment, everything was done to
assure that the subject would know which stimulus would be univaent, so that the
subject would not commit to one task or the other. First, there were always five
stimuli in alist with the last being the univalent one. Second, the first four stimuli
occurred around the circumference of acircle in the clock-wise direction, always
starting at the top of the circle. The last stimulus (the univalent one) aways occurred
in the center of thecircle. Thus, if subjects are able to get into a state in which they are
not committed to either task, then this experiment would seem to provide those

conditions.

Methods
The methods used in this experiment were the same asin Experiment 5 except as
noted.

Subjects. Sixteen undergraduate students at the University of California, San
Diego participated for partial fulfillment of a course requirement.

Stimulus Lists. Lists consisted of 5 items on each trial, the first four colored
letters (bivalent) and the last one either a colored disc or awhite letter (univalent).

Procedure. In previous experiments stimuli were presented on the screen from
left to right. In Experiment 7 the first 4 stimuli were presented 4.5 cm above, to the
left of, below, and to the right of, respectively, the center of the screen. The fifth

stimulus was presented in the center of the screen.
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Results and Discussion

Reaction Times. Figure 17 shows correct RT to bivalent and univalent stimuli

as afunction of whether the bivalent part of the list was alternating or non-alternating.
Univalent stimuli are further broken down by whether the univalent task was the same
as or different from the previous task (univalent-same and univalent-different,
respectively). Key condition once again did not significantly interact with any other
variables and so is averaged across in the figure and not reported in the analyses
below. On the bivalent part of the list subjects showed an alternation cost of 383 ms,
raising RT from 746 ms in the non-alternating condition to 1129 msin the alternating
condition, and this difference was significant, F(1,14) = 283, p < .01.

On the surface, the pattern of results for the univalent stimuli resemble what
was found in Experiments 5 and 6. When the univalent stimulus was from an
alternating list subjects were on average 60 ms slower than when the stimulus was
from a non-alternating list, F(1,14)=12, p < .01. When the stimulus was for the same
task as had just been performed subjects were on average 89 msfaster, F(1,14) =26, p
< .01, but asin Experiment 5 this variable interacted with list type, F(1,14)=125, p <
.01: subjects were 235 ms faster doing the same task twice in arow when the bivalent
sequence was non-alternating, but 57 ms slower when the bivalent sequence was
aternating. Thus, as before, subjects are better off when the univalent stimulus
continues the sequence, even though they are told that the stimulus is no more likely to
continue the sequence than not.

Despite the similarities, there are some crucial differences between the findings
of Experiment 7 and the previous two experiments. First, in Experiment 5 and 6
subjects were much worse on univalent-same stimuli from alternating lists than they
were in any other condition. In Experiment 7, however, subjects were faster in this

condition than they were to respond to the bivalent stimuli on alternating lists and only
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57 ms slower than to respond to univalent stimuli that continued the alternating
sequence. Thus, although in this experiment it is still better to get a univalent stimulus
that continues the task sequence, the cost is not nearly as large in this experiment when
it does not asin Experiments 5 and 6. In fact, it is better to get a univalent stimulus
that does not continue the sequence than to get a bivalent stimulus that does. Below
we will explore reasons for why the differences between Experiments 5-7 may exist.
Errors. The by-item error ratesin Experiment 7 are shown in Table9 asa
function of task sequence and valence. Subjects made significantly more errors on
univalent stimuli than on bivalent stimuli, F(1,14) = 10, p< .01, 4.4% vs. 2.9%. This
difference was significantly larger on non-alternating lists than on alternating lists,
F(1,14) =5.5, p<.05. There were no other significant main effects or interactions on

the by-item error rates.

Ready, Set, Go! model

At this point we are able to put forth a reasonable working hypothesis that can

explain our findings. This model will be called the Ready, Set, Go! model (RSG

model). The model is described by the following 6 properties:

RSG1. Thereisamechanism that selects responses, called the response selection

mechanism, and this is the only mechanism that can select responses.

RSG2. This mechanism can be in a state that ranges from being not ready to do a
particular task (and possibly ready to do a different one) to being fully ready for that
task.
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RSG3. Thereadiness for a particular task cannot be changed during "free" time (the
RS).

RSG4. The response selection mechanism is made ready for atask by that task being
the last task performed (readiness may slowly degrade with time, however).

RSG5. Before the response selection mechanism is used for atask, a decision asto
which task it isto do must be made. This decision of which task to do -- setting the
mechanism -- is not the same as being ready for atask. The response selection
mechanism can be set for one task and ready (in the sense of RSG2-RSG4 above) for a

different one.

RSG6. The setting of the response selection mechanism for one task or another is

done during the RSI, and cannot be interrupted once started.

Note that the use of the term "readiness’ in RSG2-RSG4 above is completely
analogous to the use of the term in Section One. The only differenceisthat hereit is
applied only to the response selection mechanism whereas in Section Oneit is applied
to the whole subject.

In summary, there are two components to being prepared for atask: readiness
of the response selection mechanism for the task, and the setting of this same
mechanism for the task. These correspond to a"tuning" effect and a set decision,
respectively. The mechanism must be set before task processing begins, but does not
necessarily have to be ready beforehand (although processing will be faster if it is).
Setting the mechanism is achieved during the RS, and is completed -- on average --

within afew hundred milliseconds. Readiness cannot be changed during the RS,
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therefore the readiness of the response selection mechanism is reflected in the baseline
component of the alternation cost. However, thisis not the whole baseline component.
For example, it was shown that there is more response and task competition on
alternating lists than on non-alternating lists, and this difference does not disappear
with large RSI's. In addition, there might be a criterion effect at play here, accounting

for some of the baseline component.

Let us consider the findings that this model explains and that must be explained

by any viable model:

1. Theadlternation cost has two components:. the RSI component which is overcome

during an RSI, and the baseline component which is not (Experiment 1 and 2). Thisis

explained by the RSG model since setting of the mechanism occurs during the RSI but
readying of the mechanism does not. In addition, several other factors contribute to

the baseline component of the aternation cost.

2. Repeating atask twicein arow helps alot even when plenty of "free" timeisgiven

to get ready for the upcoming task, i.e. even at long RSl there is a considerable benefit

of responding to AABB-same stimuli over AABB-different stimuli (Experiment 3).

Thisisexplained by RSG4.

3. All of the additional benefit of RSI found on aternating lists over non-alternating

listsis ashifting cost and not a mixed list cost (Experiment 3). The exact explanation

of this depends on the reason that an RSI benefit is found on non-alternating lists. If
one supposes that the entire RSI benefit on non-alternating listsis due to a "partial”

refractory period as suggested by Wilkinson (1990), then the extra RS benefit on
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aternating listsis dueto the fact that the set decision takes longer than this "partia™
refractory period. In addition, if one further assumes that no set decision is required on
AABB-same stimuli, then this al'so explains why the benefit is only aslarge as on non-
aternating listsin this case.

If one instead supposes that thereis afull refractory period following a
response during which nothing except perhaps recognition of the stimulusis
accomplished, then the RSI benefit on alternating lists is the sum of this delay and the
delay associated with deciding which task to do next. Asbefore, the relatively small
AABB-same RSI benefit isexplained if no set decision is required on these stimuli.

One might also reverse the logic and assume that whatever occurs on the
alternating lists during the RSI also occur on non-alternating lists during the RSI, just
to alesser extent. Thus, it might be the case that a set decision must be made not only
on aternating lists but on non-alternating lists too. (This account would be similar to
an "unprepared” period). In this case the differencein RSI benefits would arise
because it is much quicker to decide to do the same task each time (a non-decision)
than to choose between two different ones. Thus, the larger RSI benefit on alternating
lists would occur because the set decision involves one more bit of information (Hick,

1952; Hyman, 1953).

4. When aunivalent stimulusiis presented at the end of alist of bivalent stimuli, and

the univalent stimulus sometimes does and sometimes does not continue the bival ent

sequence, subjects are always faster in the former case (Experiments 5-7).

The RSG model explains this by assuming that subjects perform a set switch

on the univalent stimulus before trying to select aresponse. Thus, if the stimulusis

101 it does not seem reasonabl e that one does not have to make a set decision on AABB-same stimuli,
try saying "AABBAABBAABB..." asfast as possible yet at an even pace
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actualy for the same task as just done they must switch back. One might think that the
RSG model would predict one of two other possibilities: 1) Subjects switch to a set
from which both tasks can be done (as one might assume is done when the tasks are
digoint). However, it isnot clear how subjects form task sets, and they might not have
such aset available. We will have more to say on thisin Section Three. Or, 2)
Subjects stay in whatever set they arein, and switch if the stimulusis for the other

task. Thiswould, after all, entail an average of one less switch than if they
automatically switch into the alternate set first. A pilot experiment based on
Experiment 7 isrelevant here. In this experiment four bivalent stimuli were presented
around acircle followed by asingle univalent stimulusin the center of thecircle, asin
Experiment 7. The difference was that in the pilot experiment the univalent stimulus
was always for the same task. So the subject would know beforehand that the
sequence would be color--1etter--col or--letter--letter, for example. Nonetheless, in this
experiment the subjective feeling was that one was trying to continue the sequence.
One simply forgetsto try to do two letter tasks in arow by the end of the sequence.
Thus, we do not find it unintuitive that subjects make what isreally, on average, one
extra switch beyond what is needed.

Onething of interest hereisthat the more of a"surprise” the univalent stimulus
is, the slower subjects are when it is for the unexpected task. In Experiment 5 the
univalent stimulus occurred sometime between the 5th and 10th stimulus. Thus,
subjects could not be certain when it would occur unless it had not occurred on the
first nine stimuli. In this experiment, when the bivalent sequence was aternating but
the univalent stimulus did not continue this sequence, subjects were 175 ms slower
than when alternating on the bivalent part of the list. In Experiment 6 the first
univaent stimulus always occurred on the 7th stimulus. However, if subjects did not

keep explicit track of where they were in the list they would not know the univalent



stimulus was about to occur. In this case subjects were 161 ms slower when the
univaent stimulus did not continue a bivalent alternating sequence than they were on
the bivalent part of an alternating list. In Experiment 7 where the bivalent stimuli
appeared around the circumference of a circle and the univalent always occurred in the
center, subjects were 51 ms faster on a univalent stimulus that did not continue an
alternating sequence than they were on the bivalent stimuli in the same list (although
the subject was still faster if the univalent stimulus continued the sequence).

The RSG model explains these findings straightforwardly. The response
selection mechanism must be set for atask before a response can be selected. When a
univalent stimulus occurs that does not continue the sequence, the mechanism must be
re-set for the task that the stimulusisfor. Thisre-setting itself does not take alarge
amount of time, nor does setting the mechanism take a large amount of time when
alternating between tasks on abivalent list. What does take time is the decision to set
the mechanism in a particular way. When alternating on abivalent list thisinvolves a
retrieval from memory of what the next task is. When oneis set for the wrong task
after aunivaent stimulus has been presented, the decision amounts to noticing that the
stimulusisfor the other task. And thisdecision isvery affected by how predictable it

was that the current stimulus was going to be univalent.

5. When univalent stimuli are presented at the end of a sequence of bivalent stimuli as

in 4, more RSI helps, even when the additional timeis applied to a switch toward the

wrong task (Experiment 5). Thisis asimple consequence of the RSG explanation of

4: Since the setting the response selection mechanism to the aternate task is

performed in all cases, and can occur during an RSI, RSI helps.
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6. Response and task competition effects are additive with RSI. (Experiments 1, 3,

and 4). In addition, response competition is (and task competition probably is) part of

the mixed list cost not the shifting cost, i.e., it isno larger on AABB-different stimuli

than on AABB-same stimuli (Experiment 3). That response and task competition are

not affected by RSI makes sense according to the RSG model since the RSI is used to
decide which task to do, and this decision is made before task specific processing
begins (where competition effects presumably take place). One might have thought
that since the subject becomes more "tuned” for atask by doing it, that response and
task competition would be larger on AABB-different than AABB-same stimuli. That

this does not occur is counter-intuitive but not inconsi stent with the RSG model.

7. When arandom sequence of univalent stimuli follow an alternating or non-

alternating bivalent list a set expectation effect occurs (Experiment 7). A set

expectation effect occurs because subjects must be set for one task or the other (they
cannot be set for both tasks at once) and when they set themselves for the wrong task,
they pay atime cost (in the form of re-setting themselves for the other task). Why isit
not possible for subjects to be set for both tasks at once? Presumably, thisiswhat
occurs when the tasks are digoint, and why there is no alternation cost in that case. It
would seem that when some of the stimuli that subjects are presented with are
bivalent, the subjects learn to have only one task in their current set at atime, and this

cannot be overcome even when the stimuli are univalent.

8. Above (7), when the subject initially sets the response selection mechanism based

on the preceding task sequence, there is no cost associated with setting it for a different

task from the task before versus the same task (Experiment 7). The RSG model

explains this by supposing that the decision of what task to get set for is performed
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very quickly in this case (perhaps by some built-in sequence prediction mechanism
that also actsin 2-choice serial RT) and takes no longer to make a decision to expect

an alternation of task than arepetition of task.

And from the introduction:

9. When digoint tasks are used there is no or little alternation cost. Asdescribed in

connection with the full set switch hypothesisin the Introduction, with digoint tasks
subjects may be able to hold a set in which they can be ready for both tasks, and thus
the response sel ection mechanism never needs to bere-set. In addition, task
competition is not present with digjoint tasks, so this source of slowing (and with it

perhaps criterion effects) is gone.

10. When task cues are appended to the stimuli the alternation cost is reduced. It was

suggested in the introduction in connection with the full set switch hypothesis that task
cues could reduce the alternation cost in one of two ways. One was by reducing the
time needed by the subject to perform the set switch. The other was by allowing the
subject to use the cue plus stimulus to select aresponse, thereby making the tasks
digoint. Either of these explanations could also apply here. The former is particularly
congenia with the RSG model, sinceit isadecision that is made during the RS,

which could quite plausibly be sped up by a cue.

11. Executive Pl. Same as full set switch hypothesisin the Introduction. In addition,
it might be that task and response competition effects (from the now always irrelevant

tasks) play arolein executive PI.



The RSG model naturally explains a large set of findings. However, it is useful
to explore other possible models. Suppose one granted that there is both a baseline
and an RSI component that each reflect a different problem involved in preparing for a
task, and that the baseline component is basically as we have explained it, but that the
RSI component is different than we have supposed. In the RSG model the RS
component reflects a set decision. We earlier considered that it might reflect some
type of a switch process. However, agradual set switch isinconsistent with the RS|
benefit found when a univalent stimulus does not continue the task sequence (5).
Furthermore, a discrete set switch in which the alternate task set is inhibited during the
switch isruled out by the set expectation effect found in Experiment 6 (7), since both
task sets should be loaded on the univalent part of the list after inhibition has been
turned off. Finally, if aset switchisused to load the task set for the upcoming task, it
does not make sense that the switch can sometimes be performed without taking any
time (8). Thus, the possibilities considered before are not viable aternatives. Perhaps
there are other models that we have not considered that would also explain the data. It
isnot clear to us, however, what these models would be.

Perhapsit is the case that all we need is RSG1-RSG4, and that the idea of
setting the mechanism for one task or another is not needed. According to thisview,
the RSI component of the alternation cost is the same thing as the non-alternating RS
effect, only it isincreased by what might be described as "nuisance” factors (such as
different criteriain the alternating and non-alternating conditions). The larger
alternation cost for univalent stimuli that do not continue the bivalent sequence could
also be explained in terms of these nuisance factors, and this would be consistent with
RSI helping even when the univalent stimulus did not continue the bivalent sequence.
However, surely something happens over the RSI that alows subjects to control which

task they are about to perform, even if this process does not correspond to the whole
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RSI benefit. But if there is some process that occurs during the RS that takes only a
little time and hence only accounts for asmall part of the RSI benefit, why isthere a
large set expectation effect in Experiment 6 (7), that approximately corresponds to the
size of the alternation cost, i.€. RTy,ag - RTaana 1S @00Ut the same size asthe
alternation cost on bivalent stimuli?

Finally, it might be that we are wrong in supposing that the speedup found at
long RSl when atask is repeated on mixed lists (AABB-same vs. AABB-different
stimuli) reflects atype of preparation that can only be changed by doing a task and not
by "freetime". However, we see no other way to explain why thereis such alarge
advantage for AABB-same stimuli over AABB-different stimuli and why this
advantage does not go away at thelong RSI. For example, suppose that there was no
"tuning" effect but a set decision does need to be made before performing atask. At 0
ms RS the shifting cost occurs because the set decision needs to be made. However,
at 400 ms RS the shifting cost is still 150 ms, and this would have to correspond to
the average amount of time over 400 ms that the set decision takes. Y et, increasing
RSl from 200 to 1500 msin Experiment 2 only resulted in another 78 ms speedup.
The numbers just do not add up unless we suppose a "tuning" effect.

In summary, of all the possibilities we have considered the RSG model
provides the best account of our rather complex set of data. Still, it is possible that
there are other models that did not occur to us that can also explain the data. It would
provide additional support for the RSG model if it generalized to different situations
and helped explain other findingsin the literature. Below we attempt to generalize our
findings to a dlightly different paradigm and in the Summary and Conclusion Section

we will attempt to relate these findings to a much broader literature.

The generdlity of the RSG model
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The RSG model does agood job of explaining this data, but it isintended as a
general model of preparation and task set, so it isimportant to test it in situations other
than alternating between two tasks. One such situation, abeit still in the laboratory,
was investigated by Sudeven and Taylor (1987). In their paradigm subjects performed
two tasks on digits: in the odd-even task subjects pressed one key if the digit was odd,
and the other if it was even. In the hi-lo task subjects pressed one key if the digit was
greater than 5 (hi) and the other if it was not (I0). Subjects knew which task to

perform based on a cue that appeared a variable stimulus onset asynchrony (SOA)

before the stimulus. There were 4 basic findings: 1) mean RT decreased as SOA
increased up to SOAs of 2 seconds. 2) compatible stimuli (e.g., 3 was compatible
because o and odd were signalled on the same response key) were faster than
incompatible stimuli. 3) After 5-10 days of practice the compatible stimuli were
responded to roughly as quick with 0 ms SOA aswith 2 second SOA. 4) Even after
17-20 days of practice there was still an SOA effect up to 2 seconds on the
incompatible stimuli.

These findings are compatible with the RSG model. The effect of SOA up to 2
seconds is consistent with the finding that RSI effects last up to 200 ms, since the
former includes the time to interpret the cue. Points 2 and 4 correspond to analogous
findings with the aternating task paradigm (Jersild showed that practice did not
eliminate the alternation cost). Although 3 has no straightforward interpretation in the
RSG moddl, it is not inconsistent with it. In addition, the RSG model makes 2
untested predictions:

1) When the same task is performed throughout a block of trials (asin our non-
alternating blocks), subjects should be much faster than when they get alarge SOA

between the cue and stimulus and the task order is random within the block of trials.
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2) When the task order is random, there should be a beneficial effect of doing the
same task twice in arow that persists even when along SOA between the cue and
stimulusis provided.

Note that these predictions do not necessarily follow from our present findings.
If one thought, for example, that the results with the aternating task paradigm were
caused by problems specific to keeping track of what task one is supposed to do next
and not with task set in general, then there is no reason to predict that when subjects
are given plenty of warning of which task isto be done next, that having done the
same task last time will help at al, or that always doing the same task within a block

of trialswill be any help either. In Experiment 8 we test these predictions.

Experiment 8

In Experiment 8 we employ the odd/even and hi/low tasks of Sudevan and
Taylor (1987). Stimuli were presented with afixed RSI of 4000 ms. Task cues
preceded the stimulus by an SOA of 0, 500, 1000, or 4000 ms. In addition to arandom
task order as used by Sudevan and Taylor, on some blocks of trials subjects performed
the same task on each stimulus in the block and on others they alternated between the
two tasks. In these two cases cues were still presented but were not necessary for

doing the task.

Method
Subjects. Twenty-four undergraduate students at the University of California,
San Diego participated for partial fulfillment of a course requirement.

Apparatus and Stimuli. The stimuli were the digits 2 through 9. The digits

were colored white and were 1.2 cm high by 0.7 cm wide. There were two possible

task cues: The hi/lo task cue consisted of the letters"H" and "L" 2 cm to the left and



right, respectively, of the stimulus. The odd/even task cue consisted of the letters"0"
and "E" 2 cmto the left and right of the stimulus. The lettersin the task cues were 1.2
cm high and 0.7 cm wide, just like the digits.

The apparatus was the same asin Experiments 1-7. The"b" and "n" keyson
the computer keyboard were used as the response keys. The"b" corresponded to hi
and"n" tolointhehi/lotask. The"b" and "n" corresponded to odd and even,
respectively, in the odd/even task.

Tasks: Odd/Even Task: Subjects pressed the left response key if the stimulus

digit was odd and the right key if it was even. Hi/lo task: Subjects pressed the left
response key if the digit was greater than or equal to 6 and the right response key if it
was less than 6.

Design. Therewere 5 block types employed in this experiment: 1) hi/lo task
blocks, 2) odd/even task blocks, 3) alternating task blocks, hi/lo task first, 4)
alternating task blocks, odd/even task first, 5) random order blocks. The order of the
block types was asfollows. Thefirst 3 blocks were some random permutation of
block types 1,3, and 5 or 2, 4, and 5. The next three blocks were some random
permutation of the triple above not used in the first three blocks. This ordering of the
first 6 blocks was repeated once more for atotal of 12 blocks. Each block consisted of
40 tridls. Stimulus digits were randomly selected with the constraint that no digit
could occur on two consecutive trials. Theinterval between the cue and stimulus
(stimulus onset asynchrony, or SOA) was randomly chosen from possible values of 0,
500, 1000, 2000, and 4000 ms for each trial.

Procedure. Subjects were given written instructions as before. The
instructions emphasized that the subject should make all responses as fast and accurate
aspossible. After the subject had read the instructions the experimenter re-iterated

them. Before the beginning of the experimental blocks subjects were given 6 practice



blocks of 10 trials each. The block types of the practice blocks were determined just
asthe block types of the first 6 experimental blocks were determined. After practice
the experimenter answered any questions the subject had about the procedure and then
began the experiment.

Each block began with instructions displayed on the screen for 2000 ms
describing the task sequence for that block. Before thefirst trial began, a white plus
sign was displayed in the center of the screen as a fixation point for 1000 ms. The first
trial began 500 ms after the fixation point was removed from the screen.

The stimulus for each trial was presented 4000 ms after the start of the trial,
and the task cue was presented 0, 500, 1000, or 4000 ms before this, depending on the
SOA for thetrial. Subjects responded to the stimulus at this point, and RT was
measured from the onset of the stimulus. If no response was made within 4000 ms or
aresponse was made quicker than 200 ms atime-out error occurred, and this was
treated just like an incorrect keypress. In the case of a correct response (that was not
also atime-out error), the screen was cleared and the next trial began immediately.
Thus, if the SOA for the next trial was 4000 ms, the stimulus for the current trial was
replaced by the task cue for the next trial, otherwise, the screen was only cleared. In
the case of an error the word "Error" was displayed in the center of the screen for 1500
ms, and the next trial began after a fixation point was presented just like before the
first tria in the block.

Between blocks subjects were given the opportunity to rest while mean RT and
the number of errors for each block were presented to them on the computer screen.

When subjects were ready to continue they pressed a key and the experiment resumed.

Results and Discussion

85



86

Reaction Times. Figure 18A shows mean correct RT as afunction of whether

the sequence isfixed (aternating or non-alternating) or random, and whether the
previous task was the same as the present one or not (always yes for non-alternating
and always no for aternating) and SOA between the task cue and the stimulus. The
first trial in each block and trials in which the stimulus repeated were not included in
the analysis, nor were trials where the response was incorrect or trials that followed an
incorrect response.

When the sequence was random there was a significant 250 ms SOA effect,
and the overall effect of SOA was significant, F(4,92) = 58, p < .01. Thisreplicates
the finding of Sudevan and Taylor that more time with atask cue before the stimulus
resultsin faster responses. There was also a significant 48 ms effect of repeating the
last task, F(1,23) = 20, p < .01, and this did not interact with SOA, F(4,92) = 1.2, p >
3. The RSG model specifically predicts that even at long SOA, when the subject has
4 seconds warning of what task isto be done, there will be an effect of repeating the
previoustask. Infact, there was asignificant 76 ms effect at 4000 ms SOA, F(1,23) =
14, p<.01.

The RSG model predicts that subjects will be faster on the non-alternating task
blocks than the mixed blocks, even with along SOA between the task cue and the
stimulus on the mixed blocks. This prediction was met for random order blocks both
when the task repeated, F(1,23) = 11, p < .01, and when it did not, F(1,23) =38, p <
.01. Inaddition, RT on non-alternating task blocks was 180 ms faster than RT on
alternating task blocks, F(1,23) = 100, p < .01.

When the task sequence was fixed (alternating and non-alternating task blocks)
the cue was not essential for performing the task. Nonetheless, therewasa 171 ms
effect of SOA, F(4,92)=68, p <.01. The SOA effect was 236 ms and 86 msfor

alternating and non-alternating task blocks, respectively, and this difference was



significant, F(4,92) = 9.2, p <.01. It might be that subjectsfind it difficult to keep
track of the aternating sequence, and relied on the cue in this condition. This does
not, however, explain the 86 ms effect when the sequence was non-alternating. The
effect in this case, however, islikely to be aresult of an artifact: at 0 ms SOA the cue
and stimulus appear simultaneously, and subjects might not "notice" the appearance of
the stimulus right away under these conditions.

Errors. Figure 18B shows error rate as a function of whether the sequenceis
fixed or random, and whether the previous task was the same as the present one or not
and SOA. Of these three variables only the effect of the previous task was significant,
F(1,23) = 9, p < .01, with 2.1% errors when the previous task was the same and 3.3%
errors when it was different. Notice that the slower condition has the higher error rate,
so a speed-accuracy tradeoff cannot explain the effect of the previous task on the speed
of responding. The only other marginally significant effect was the interaction of fixed
versus random sequence with whether the previous task was the same or different from
the present one, F(1,23) = 4.2, .05 <p <.1. Thisappearsto be becauseit is mostly on

the fixed sequences where the effect of the previous task is found.

Conclusions

The results of Experiment 8 further support the RSG model. As predicted by
the model, doing the same task as the time before leads to an advantage even with 4
seconds to get ready for the task. Moreover, when the same task was done on all trials
in ablock, subjects were much faster than in the other conditions.

The RSG model provides a viable explanation of our findings. If itiscorrect it
has important implications for the machinery that is responsible for selecting responses
and for how this machinery is programmed, as Allport and Styles (1992) put it, "to

enable now one task to be performed, now another . The model says there are two
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partsto being prepared for atask: 1) The response selection mechanism must be set
for the right task, but before this a decision asto what task the mechanismisto
perform must be made. Setting the mechanism itself takes little or no time but the
decision might. 2) The mechanism variesin how ready ("tuned") it isfor atask, and
the only way to make the mechanism more ready for atask isto do the task (so the

mechanism will now be ready if one does the task again).
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Section Three: What are the limitations on the task sets that can be
attained?
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A common experience in activities such as athletics, driving, and video games
isthat when oneis mentally "ready"” for a particular event to occur, one is much
quicker responding to it. A good example of thisis playing defense in doubles
volleyball. The goal of the defensive player isto be able to get to and "dig" any ball
that the offensive player hits before it hits the ground. It isacommon experience
among advanced players that a"dink" (a short soft shot) is easy to dig if one is ready
for it, but often very hard to react to and dig if oneisnot. The basic ideais that when
oneisready for aparticular shot one can react to it quicker and get to the spot on the
sand where one needs to get to sooner. An obvious question is why players do not
always make themselves ready for every shot they might see on a particular play.

There are at least two answersto this question. Thefirst isvery simple:
experience. If the player does not know what shots to be prepared for he/she will
obviously not be able to be prepared for them. Second, assume that the defender
recognizes that in this particular situation there are three shots the offensive player can
make. It isnot necessarily the case that the defender will want to be ready for each of
them. It might be that two of them are hard shots for the offensive player to make but
unstoppable if made. In that case it would not make sense to prepare for those two
shotsif it would at all interfere with the defense of the third. The Hick-Hyman law, in
fact, suggests that preparing for the two unstoppable shots would slow down the
reaction to the third shot. The Hick-Hyman law (Hick, 1952; Hyman, 1953) states that
in achoice-reaction time task (which is essentially what the defensive player is faced
with) mean RT increases as the log of the number of alternatives (Hick, 1952; Hyman,
1953). Thus, in thissituation it would not make sense for the player to be ready for all

three shots, and instead the player should prepare for the one shot that he/she can stop.



In general, then, it makes sense for the player to: 1) evaluate what shots the
offensive player might make in the given situation, 2) decide what subset of these
shots to prepare for, and 3) become ready for the shots decided onin 2. Similar
considerations apply to everyday activitiesin general. That is, people are in generd
quicker to respond to events they expect (are ready for). One might think that it would
be best to remain ready for everything at all times. The reason thisis not desirableis
reflected in the Hick-Hyman law: the more oneisready for the Slower oneis
responding to each possible event. Thus, becoming ready for some events can be seen
as away of trading off performance on the expected against performance on the
unexpected.

This account, however, may be too simple. Point 3 assumes that players
(people) can become ready for an arbitrary set of possible shots (S-R contingencies).
Thisis challenged by anecdotal evidence. In particular, it is often observed that when
defending against a player that one has never played against before and who can make
shots that the defender has never faced, it is hard to be ready for both the new shots
and the old shots for which the defender would normally be prepared. Thisistrue
even after the defender is aware of the new shots that the new player can make.

A similar phenomenon has been observed in the laboratory. Pashler and Baylis
(19914) practiced subjects on a choice-RT task with two stimuli mapped onto each of
three keys. After 15 blocks of practice, two more stimuli were added to each key. On
the 16th block RT to the old stimuli was slowed by over 200 ms, and was almost as
slow as RT to the new stimuli. One reason that this might occur is the Hick-Hyman
law. That is, subjects are prepared for atotal of 6 S-R associations before block 16
and atotal of 12 from then on. Thus, we would expect some slow-down of the old
associations for this reason alone, athough it is till hard to understand why subjects

would be as dow with the old associations as with the new ones. In another
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experiment, however, they controlled for Hick-Hyman law effects. Instead of adding
two stimuli to each response key, they replaced one of the stimuli with anew one. In
this experiment they found again that RT to the old stimuli was slowed, this time by
about 100 ms. Thus, beyond any Hick-Hyman law effect, adding anew S-R
association to be prepared for disrupts performance of old S-R associations.

What do these laboratory results and anecdotal evidence from defensein
volleyball suggest? People may be unable to choose any arbitrary set of SR
associations to prepare for. The Hick-Hyman law suggests that the total number of
other S-R associations is important. The second of the Pashler and Baylis experiments
discussed above suggests that whether the other S-R associations were learned around
the time that the S-R association in question was learned a so affects performance. In
short, a subject's task set is not a simple sum of the currently relevant S-R associations.

In this section we look for limitations on the task sets which a subject can
attain suggested by the above considerations and some of the results from the
aternating task paradigm. The basic ideais that subjects might not be able to set
themselves for just any combination of S-R associations, and the set switching
processes discussed in connection with the RSG model, which we will review below,
must be invoked when this happens. Thus, the results of Pashler and Baylis and the
anecdotal evidence from defense in volleyball would be explained by the fact that
subjects/players cannot be ready for the old and new stimuli/shots at the same time,
and must spend some time switching between sets when they are incorrectly prepared.

We begin by reviewing the RSG model and some of the findings from the
alternating task paradigm which seem relevant to the questions above. After thiswe
will be ready to state the single mapping hypothesis, which states the ideas discussed
in the preceding paragraph in a more precise way by drawing on the RSG model.

After that, we will develop a plan for testing the single mapping hypothesis.
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The RSG model

In Section Two we investigated performance when subjects alternated between
two different tasks using bivalent stimuli. The results suggested the following
conclusions about what must be done in order to prepare for atask. First, the response
selection mechanism must be set for the task that is to be done. This can be likened to
flipping a switch to one of (in this case) two possible positions, and does not itself take
alarge amount of time, although the decision of which way to flip the switch might
taketime. Second, the readiness of the mechanism for atask can vary, and readinessis
increased only by performing atask. This can be likened to the re-programming of the
internal machinery of the mechanism (and was termed the "tuning” effect). These two
types of preparation were embodied in the RSG model.

In addition to the sources of slowing above, there were other sources of
slowing when subjects alternated between two tasks. Task and response competition
effects lowed subjects on alternating lists by around 120 ms, but only by about 15 ms
on non-aternating lists. Thus, response and task competition account for upwards of
100 ms of the alternation cost. In addition, it islikely that some of the alternation cost
is accounted for by a criterion effect.

Thisiswhen each of the stimuli in the list are relevant to both tasks (the stimuli
are al bivalent). What about when the tasks are digoint (the stimuli are all univalent)
-- the primary focus in this section? In this case response and task competition effects
(and perhaps criterion effects) should be gone. Thus, it makes sense that the
alternation cost will be reduced. It isaso possible that when the tasks are digjoint the
process of setting the response selection mechanism for one task or the other will not
take as long since the stimuli themselves may serve astask cues. However, it does not

seem likely that the "tuning” cost is reduced just because the stimuli are univalent.
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Thus, if the response selection machinery must be re-set when a different task from
last timeis performed, it should still be reflected in the alternation cost.

The fact is, Spector and Biederman (1976) found relatively little effect of
aternation using digoint tasks. What is more, in their Experiment 1 they found a 70

ms aternation benefit when there was preview (stimuli were in lists on sheets) and a

55 ms alternation cost when there was no preview (stimuli were on cards in adeck ,
one card at atime, self-paced). In addition, Jersild found a similar speed-up for mixed
lists when the items were presented with preview (on sheets of paper)*. Even the no
preview aternation cost of 55 msis much smaller than the "tuning” effect found in
Experiment 3 (upwards of 100 ms).

Why, then, is there such asmall alternation cost with digjoint tasks? The most
natural explanation (and the only one consistent with the RSG model) is that with
digoint tasks the subject is able to attain a set under which they are prepared for both
tasks at once, and thus subjects do not have to re-set the response selection mechanism
in order to prepare for each upcoming stimulus. The reason that this tactic does not
work when the stimuli are bivalent, according to this account, is that if subjects were
ready for both tasks on bivalent lists, response competition would slow the subjects
down even more than switching, and errors would be hard to suppress.

So the findings of Spector and Biederman and Jersild with digoint tasks
suggests that subjects are able to become prepared for both tasks at once in this case,
and as aresult pay no cost of alternation. We found, on the other hand, that subjects
could not become prepared for both the color and letter task in Experiment 6 of

Section Two, even when the stimuli were univalent. In Experiment 6 subjects

11 The interaction between alternation and preview may be caused by the fact that preview allows
adjacent items on alist to interfere with each other, and the items interfere more when they are for the
same task.
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performed the color and letter tasks in alternating or non-alternating sequence on the
first six itemsin alist (each of which was bivalent). The next four itemsin the list
were univaent, and the task for the each stimulus (whether it was a color or aletter)
was randomly determined for each item. It was found that even on the last univalent
stimulus there was still alarge cost associated with doing a different task from last
time. Thus, even though there was no longer any threat of response or task

competition, subjects were unable to be ready for both tasks at once.

The single mapping hypothesis

The reasons that our subjects in Experiment 6 were not able to become
prepared for both tasks at once might indicate that they did not have atask set
"available" to them that contained the S-R associations for both tasks. That subjects
normally show no alternation cost (Jersild, 1927; Spector and Biederman, 1976) would
seem to suggest that under normal circumstances they do have such atask set
"available".

It might be, then, that the results from Pashler and Baylis and the contrasting
pointed to above have a common explanation which we will call the single mapping
hypothesis. This hypothesis holds that one result of practiceisto "group” S-R
associations into "mappings’. In addition, at any given time only one mapping can be
activated, and thus subjects can only be ready for two contingencies at the same time if
they are part of the same mapping. Furthermore, the re-setting of the response
sel ection mechanism described in the RSG model amounts to re-setting the mapping.
Thus, the single mapping hypothesis claims that when subjects have to apply a
different mapping than just before, a switching cost will beincurred. Inturn, this

means that when subjects perform a different task from just before they will incur a
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switching cost when the two tasks are held in separate mappings but not when they are
held in the same mapping.

This hypothesis explains the Pashler and Baylis results by supposing that
subjects cannot be ready for the old associations plus the new ones. Thus, subjects
must learn a new mapping that contains the relevant old associations and the new
associations, and they areinitially slowed due to the lack of practice with the new
mapping. A similar problem faces a defensive player in volleyball facing a new
offensive player.

The single mapping hypothesis explains the fact that subjects generally show
no alternation cost by supposing that these subjects learned to group the two tasks into
the same mapping (hence, no need to ever switch the mapping on alternating lists). In
Experiment 6, on the other hand, most of the stimuli are bivalent, and hence it would
be detrimental to form a single mapping for both tasks. Thus, on the univalent part of
the list subjects still only have one mapping for each task to switch into, and thus costs
associated with switching are incurred.

The fact that Spector and Biederman'’s subjects seem to incur no cost of
switching tasks whereas our subjects in Experiment 6 do incur one supports the single
mapping hypothesis. However, there are several procedural differences which
preclude any firm conclusions.

First of all, Spector and Biederman's subjects named the opposites of words
and subtracted three from numbers, whereas our subjects performed an arbitrary 4-
choice manual RT task in response to colors and letters. The difference may lie either
in the fact that their tasks were both in some sense less arbitrary than ours, or in the
fact that both of their responses were vocal (athough Jersild found an alternation

benefit with written responses).



Second, it might be that when the stimuli are bivalent subjects are punished
(viaerrors) for trying to be ready for both tasks at once. For this reason, in Experiment
6 when subjects are responding on the univalent part of the list, they might be averse to
being ready for both tasks. Thus, even if they could switch into a"combined" task set,
they do not.

A third difference involves the method in which the cost of switching tasks was
measured. In particular, Spector and Biederman and Jersild had subjects alternate
between two tasks and compared the average time per item on alternating lists to that
on purelists. In our Experiment 6 the task sequence was random on the univalent part
of the list and we assessed task switching costs with the cost of performing a different
versus the same task as the time before. We consider the relationship between these

two measures just below.

Task Repetition effect

According to the RSG model there should be a switching cost every time a
different mapping is applied from the time before. Therefore, if two tasksare held in
different mappings there should be a cost associated with performing a different task
from the time before compared to performing the same task twice in arow. Spector
and Biederman found little or no difference in the average RT on alternating lists and
purelists. Asdiscussed above, since each stimulus on the alternating lists entails
performing a different task from just before, the fact that there is no difference
between aternating and pure list RT suggests that there is no switching required. A
second way to measure costs of switching tasksisto give subjects listsin which the
order of the tasks is completely random, and measure the task repetition effect (the
effect on RT when the task but not the stimulus repeats). Superficialy, these seem

like comparable ways to investigate effects of switching task. However, they might
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not be comparable. Thus, it isimportant to know whether the lack of an alternation
cost in Spector and Biederman (1976) is paralleled by alack of atask repetition effect
when the task order is random.

Spector and Biederman (1976, Experiment 2) had subjects name the opposites
of words (subject says "good" in response to "bad") and subtract 3 from numbers
(subjects say "12" in response to "15") in random order blocks and pure blocks. These
are the same tasks used by them (and Jersild) to study the alternation cost with digoint
stimuli. They found that subjects were not significantly faster responding on pure
blocks (a 35 ms non-significant advantage) and there was no task repetition effect
(actual effect and F-value not reported). Thus, these findings parallel their finding of
little or no alternation cost with the same tasks.

Other researchers, however, have found atask repetition effect (Forrin 1974;
Marcel and Forrin, 1974; Rabbit and Y vas, 1973, also see Duncan, 1977). But thesize
of the effects are not large -- generally in the range of 15-60 ms. Thus, like the Spector
and Biederman results, these findings show that the task repetition effect is very much
smaller than the "tuning" costs with bivalent stimuli. Why there are task repetition
effects at all in these cases will be considered in more detail in the General Discussion.

In short, the evidence cited above suggests that when two digoint tasks are
employed subjects show little or no cost of switching tasks. Thisis true whether the
cost of switching tasks is measured with the alternation cost or with atask repetition
effect using random order lists. According to the RSG model, then the response
selection mechanism does not have to be re-set in these cases. According to the single
mapping hypothesis, this further implies that both tasks are held in the same mapping

in the above cases.

Basic Approach
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Our basic approach for testing the single mapping hypothesis will be to test
whether there are effects of the context in which two tasks were learned on whether
there is a cost associated with following one task with the other one (a switching cost).
The stimuli in the following experiments will all be univalent. Thus there will be no
aversive effect of being in a set that includes both tasks as we suggested could be the
casein Experiment 6. Thelogic hereisasfollows: If the learning context influences
whether or not subjects show switching costs, then it is consistent with the single
mapping hypothesis (including the assertion that switching costs reflect the need to re-
set the response selection mechanism). In addition, these effects are naturally
predicted by the hypothesis. Such effects are not, on the other hand, naturally
predicted if the hypothesisiswrong.

We start by trying to test a simple working hypothesis, Working Hypothesis

One: When two tasks are learned on mixed lists subjects will form atask mapping
that includes both tasks. In contrast, when two tasks are learned on pure lists subjects
will form one task mapping for each task.

Notice that this working hypothesis does not follow from the single mapping
hypothesis. It merely embodies one guess about how subjects will group tasksinto
mappings under the assumption that the single mapping hypothesisis correct. This
working hypothesisis tested in Experiment 10. Before that, however, we make sure
that the basic finding that there is no alternation cost with digoint tasks holds up when

using arbitrary manual choice RT tasks as we do in this paper.

Experiment 9
In Experiment 9 we attempt to replicate Spector and Biederman'’s findings of

no or little alternation with digoint tasks, using arbitrary 4-choice manua RT tasks as
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were used in our Experiment 6. In addition, we attempt to replicate the effect of

preview that they found on the aternation cost.

Methods

The methods used in Experiment 9 were identical to Experiment 2 except as noted.
Subjects. Twenty-four undergraduate students at the University of California,

San Diego participated for partial fulfillment of a course requirement.

Apparatus and Stimuli. The stimuli in this experiment were colored discs (red,

green, blue, and yellow) and white symbols (@,#,%,&). Thediscswerelcm X 1cm
and the symbols were 1.2 cm high X 0.7 cm wide. In the different keys condition the
color task keys were oriented horizontally and symbol task keys vertically; in the same
keys condition both tasks were performed on a horizontally arranged set of keys.

Tasks. Color Task: subjects pressed the response key corresponding to the
color of the stimulus. Symbol Task: subjects pressed the response key corresponding
to the symbol that is presented.

Stimulus Lists. Each list contained atotal of 10 items. Whether each item
was acolor or aletter depended on the task called for by the sequence. The actual
colors and symbols were randomly determined with the constraint that no response key
would be the correct response on two items in arow in the same keys condition. This
meant that red could not follow "@", for example, because those two stimuli
corresponded to the same response key in the same keys condition, and this constraint
held even in the different keys condition, where red and " @" corresponded to different
(but corresponding) keys.

Design. There were sixteen blocks of 10 lists. Preview and task sequence
were manipul ated between blocks. There were four different task sequences, two

alternating (color-symbol and symbol-color) and two non-alternating (color and
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symbol), for atotal of eight total block types (2 preview X 4 sequences). The order of
the block types was completely randomized. Twelve subjects were in the same keys

condition and twelve subjects were in the different keys condition.

Results and Discussion

Mean correct RT on aternating lists was 759 ms, compared to 746 ms on non-
aternating lists, and this difference was not significant, F(1,23) = 1.3, p > .25. This
meager aternation cost replicates the main finding of Spector and Biederman (1976,
Experiment 1). Spector and Biederman also found that providing preview produced a
70 ms alternation benefit. We found no interaction of alternation and preview, F(1,23)
= 1.6, p > .2, dthough there was atrend in this direction: the alternation cost with no
preview was 21 ms, whereas the alternation cost with preview was 4 ms. There was an
overall 121 ms benefit of preview, and this was significant, F(1,23) = 86, p<.01. The
mean by-item error rate was 2.0% (0.24 restarts per list) and there were no effects of
alternation, preview, and no interaction of aternation and preview, F<1in all cases.
Thus, Spector and Biederman's main result that there is no or little alternation cost
with digoint tasks holds up when arbitrary manual choice RT tasks are used instead of

their (and Jersild's) non-arbitrary naming and subtraction tasks.

Experiment 10

In Experiment 10 we investigate the effects of the context in which the subject
initially encounters atask. The tasks were the color and letter tasks from previous
experiments, except that the stimuli were always univalent. There were two phases of
the experiment: the training phase consisted of 14 blocks of trials, followed by atest
phase of 10 blocks. Half of the subjects were given only pure lists during the training

phase, with no knowledge that they would eventually perform any other type of list or
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that other subjects performed any other type of list. Based on Working Hypothesis
One, it was hypothesized that these subjects would form separate mappings for each
task. The other half of the subjects performed lists with a random mixture of tasks
(random order lists). Working hypothesis One holds that these subjects should form a
single mapping that included both tasks, as appears to be the case when performing
digoint tasks on alternating lists. In the test phase of the experiment, both groups of
subjects were given only random order lists. If the effect of learning the tasks in non-
aternating listsisto form one mapping for each task, then the single mapping
hypothesis predicts atask repetition effect during the test phase for these subjects. In
addition, if the effect of learning the tasks in random order listsisto form asingle
mapping for both tasks, then the single mapping hypothesis predicts no task repetition

effect for these subjects.

Method
Subjects. Sixteen undergraduate students at the University of California, San
Diego participated for partial fulfillment of a course requirement.

Apparatus and Stimuli. The stimuli were the univalent stimuli from

Experiments 5-7.

Tasks. The color and letter tasks from Experiments 3-7.

Design. The experiment consisted of two distinct phases : the training phase,
consisting of 14 blocks, followed by the test phase, consisting of 10 blocks. Each
block consisted of 50 trials. There were two groups of training subjects: the pure list
training group and the random order training group. Within each training group four
subjects were in the same keys condition and four were in the different keys condition.

Procedure. Subjects were given written followed by oral instructions asin

previous experiments. Each training group was instructed on what they would be
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doing during the training blocks, with no mention that there would be any other
blocks, how many blocks there would be, or that other subjects were doing anything
differently. Before the training phase subjects practiced each task in ablock of 20
trials (so these blocks were pure list blocks). Thiswas done so that the experimenter
could watch the subjects to make sure they understood the tasks before the experiment
began. After the practice blocks the training phase began. When the training phase
was over, a message was displayed on the screen asking the subject to get the
experimenter. The experimenter then told the subjects what they would be doing
during the test phase and started the subject on the test phase. Both phases of the
experiment were conducted during the same one hour session.

The pure list training subjects performed the same task on each item in a block.
The task for each block alternated between the color and letter task. Which task was
done on the first block was randomly determined. The random order training subjects
performed the color task if the stimulus was a colored disc and the letter task if the
stimulus was awhite letter. Whether the stimulus was a colored disc or awhite letter
was randomly determined for each stimulus. During the test phase, both groups of
subjects were given only random order lists.

Each block began with instructions for what the subject would be doing. On
non-alternating blocks thiswas "Color Task" or "Letter Task" depending on what task
was to be done. On random order liststhiswas simply "Ready...". Before the first
trial in each block awhite plus sign was presented in the center of the screen asa
fixation point. The fixation point was removed 1000 ms later, and 500 ms after that
the first stimulus was presented.

Reaction time was measured from the onset of each stimulus. Responses faster
than 200 ms or the lack of aresponse after 4000 ms were recorded as time-out trials.

Immediately after a correct response was made to a stimulus, the next stimulus was
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presented. In the case of an error (including atime-out error) the word "Error" was
presented in the center of the screen for 1500 ms and the next trial began after a
fixation point was presented as on the first trial of the block. Thus, stimuli were
presented with 0 ms RS unless an error was made. One difference from Experiments
1-7 isthat all stimuli are presented in the center of the screen, rather than offset to the
right from the previous stimulus.

At the end of each block subject were given the opportunity to rest as mean RT
and number of errorsfor each block were presented. When subjects were ready to

continue they pressed akey.

Results and Discussion

Figure 19 shows mean correct RT during the training phase as a function of
Block Number, and mean RT during the test phase as a function of Block Number and
whether the previous task was the same or different (task repetition). Thefirst tria in
each block of trials was not included in the figure or the analyses that follow. In
addition, when an error occurred, that trial as well as the next one were also not
included.

Training Phase. Subjects were 115 msfaster at the end of training compared to

the beginning of training, and the overall effect of block number during the training
phase was significant, F(6,72)=11, p < .01. Purelist training subjects were a non-
significant 29 ms faster than random order subjects, F(1,12) = 1.9, p > .15, and this
factor did not interact with block number, F < 1.

Asin some previous experiments there was a significant effect of key condition
on RT, F(1,12) = 11, p < .01. However, unlike before subjects in the same keys
condition were faster than subjects in the different keys condition (a 70 ms effect). In

previous experiments it was assumed that the effect (in the opposite direction) was due
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to more response competition for the same keys condition than the different keys
condition. In this experiment there is no response competition because the stimuli are
al univalent. Thus, the present findings might indicate an advantage for the same keys
condition that is also present in previous experiments but is cancelled out there by an
opposite and larger effect due to response competition. Detailed consideration of the
source of the key condition effect will be postponed until the General Discussion.

Test Phase. Random order training resulted in an average of 107 msfaster RT
on the test phase than non-alternating training, F(1,12) = 18, p < .01, even though both
groups of subjects were given random order blocks during this phase. Thisis
consistent with other observations showing that more challenging practice can result in
superior post-training performance (Schmidt and Bjork, 1992). In addition, this
performance difference between training groups did not dissipate significantly over
time, F < 1. Finaly, Block Number did not have a significant effect on RT during the
test phase, F(1,48) < 1, indicating that performance had reached an asymptote by this
point.

The main purpose of this experiment was to test whether subjects who had
learned the color and letter task in pure lists would have to perform a shift during the
mixed lists that subjects who learned the tasks in this context would not have to do. If
thisis the case then there should be atask repetition effect for pure list training but not
for random order training. There was an overall 102 ms benefit for repeating the task,
F(1,12)=84, p < .01. There was no interaction, however, of task repetition and the type
of training, F<1, indicating that repeating the task helped for both groups, and just as
much for each. (There was aso asignificant 115 ms task repetition effect during the
training phase for random order training subjects, F(1,6) = 35, p <.01). In addition, the
task repetition effect found in the test phase did not significantly change over time,

F(4,48)=1.1, p > .35, nor was the three-way interaction of task repetition, training, and
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block number significant, F<1. We will consider why both training groups had a task
repetition effect in detail below.

Asin the training phase, subjects were significantly faster in the same keys
condition compared to the different keys condition, F(1,12) = 26, p < .01 (a130 ms
effect). In addition, task repetition and key condition interacted, F(1,12) = 8.5, p < .05,
with a 69 ms task repetition effect in the same keys condition and a 134 ms effect in
the different keys condition. There was also a marginally significant interaction of key
condition and training group, F(1,12) = 3.5, .05 < p < .1, with key condition making a
177 ms difference for the pure list training group and only an 82 ms difference for the
mixed list training group. The 3-way interaction between key condition, training
group, and task repetition was not significant, F<1.

Errors. The error rates during the test phase for the pure list training group
were 3.7% and 3.3% for when the task repeated and when it aternated, respectively.
The corresponding error rates for the random order training group were 2.4% and
4.2%, respectively. Significantly more errors were made when the task was different
from the trial before, F(1,12) = 8.2, p < .05. However, as can be seen from the
numbers above, this was only true for the random order training group, and the
interaction between training group and task repetition was significant, F(1,12) = 21, p
<.01. Theoveral effect of training group on the error rates was not significant, F<1,

and neither was key condition or any of its interactions with other variables.

Set expectancy curves

We have argued that when subjects need to switch task set when performing a
different task from the one they performed on the stimulus before, there should be a
task repetition effect. Indeed, the RSG model asserts that when subjects arein one

task set they cannot put themselves into a new task set without actually doing the task
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once. However, it might be that there are other reasons that a task repetition effect
occurs. For example, in the present experiment the stimulus sets for the two tasks are
very distinct (colors versus letters). This might encourage subjects to anticipate
whether the stimulus will be acolor or aletter. When correct subjects might be
guicker in the perceptual analysis of that stimulus. On the other hand, the effect might
not be due to any "expectation” of which stimulus class (or task) will occur next, but
will solely depend on a mismatch between the previous task and the current one.

These questions can be addressed using set expectancy curves. In order to

make this clear we will consider some data from a 2-choice serial RT task. Ina2-
choice serial RT task subjects are presented with one of two stimuli (say A and B) on
each trial, and make one button press response if they see an A and a different one if
they seeaB. The next stimulusis presented some time after the subject makes a
response to the previous stimulus. Figure 20A shows data from a 2-choice serial RT
task with short RSI (50 ms from key up) and long RSI (50 ms from key down) asa
function of the previous stimulus sequence from Vervaeck and Boer (1980,

Experiments 1 and 2, respectively). These will be called stimulus expectancy curves.

The sequences are laid out in the graph so that the recency and number of alternations
in the sequence increases from left to right. For short RSI, RT increases from left to
right. Thus, the more the recent sequence involves repeated elements, the faster RT to
the next stimulus will be. Even if the sequence up to this point has been aternating,
subjects are faster when the next stimulusis arepetition; and even if the task
alternates, subjects are faster if just before the task repeated. However, with longer
RSI's, during which subjects are presumably able to build up expectations for which
stimulus will occur, RT first increases and then decreases from left to right. In short,

the more the sequence resembles either alternating or non-alternating the more oneis
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helped if the next stimulus continues this sequence and the more oneis hurt if it does
not.

Figure 20B shows the set expectancy curvesin Experiment 6. These resemble
the long RSI stimulus expectancy curves of Vervaeck and Boer (1980, Experiment 1).
This suggests that subjects use the preceding task sequence to predict what task will
occur next (even though the sequence has no predictive value) and commit to this task.
When the preceding task sequenceis AAA subjects appear to expect task A again most
of the time. When the preceding task sequenceis ABA subjects appear to expect task
B most of thetime. Nonetheless, subjects are worse off predicting and getting a task
aternation (as for ABAB) than predicting and getting a task repetition (as for
AAAA)Z This corresponds to the "tuning” cost. This difference, therefore, may be a
more "pure" measure of switching costs than the task repetition effect, since the later
may also reflect other factors (such as expectation of stimulus class).

Figure 21 shows the set expectancy curves for each of the training groupsin
Experiment 10. These set expectancy curves are qualitatively similar to what was
found in Experiment 6. In particular, thereisa 73 ms advantage of the AAAA
sequence over the ABAB sequence. This suggests that just like in Experiment 6,
subjects are unable to be prepared for both tasks at once. As aresult, every time they
have to perform a different task from the time before, they incur a"tuning” cost. This
istrue even when they "expect” the task to alternate, asis the case when the sequence

iISABAB.

121t could be that subjects expect task A following AAA more often than task B following ABA, and
this accounts for the difference in RT when the sequence is ABAB compared to AAAA. However, there
isindependent support for the "tuning” cost (Experiment 3), so it seems most natural to assume that the
RT differencereflectsthis. If subjects expected task A following ABA on alarge proportion of the
trials then it follows that the difference in RT when the sequence is ABAB compared to AAAA should
be much larger than the "tuning” cost, but it isnot. Finally, Experiment 11 will provide evidence that
subjects expect task A after ABA no more often than they expect task B after AAA.
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Why isthere atask repetition effect for both training groups?

Spector and Biederman (1976, Experiment 2) found no task repetition effect
when stimuli were presented in random order to subjects from the start of the
experiment. Thisissimilar to our random order training group. However, we found a
large task repetition effect in this case. There were severa procedura differences
which may have played arolein the difference. First, we use two 4-choice RT tasksin
which the stimuli are arbitrarily mapped onto one of four response keys. The tasks
used by Spector and Biederman, on the other hand, were to subtract three from
numbers and name the common opposites of words. Both of these tasks are in some
sense less arbitrary than the tasks we used. In addition, both of their tasks require
vocal responses and both of ours require manual responses. Y et another difference
between their procedures and ours is that they had an approximately 4 second RS
whereas we use a0 ms RSI. Any of the above factors may account for the difference
between the findings of Spector and Biederman and our own. These factors do not
seem to matter, however, for the alternation cost, since we found no alternation cost in
Experiment 9 with procedures similar to the ones employed in Experiment 10.

Why, then, is there atask repetition effect for both of our training groups?
What does this mean for the single mapping hypothesis? If both the single mapping
hypothesis and Working Hypothesis One were correct, then there should have been a
task repetition effect. Thus, one of the two iswrong. It might be, then, that the single
mapping hypothesisiswrong, and that with the color and letter tasks that we used and
the particular procedures we used, subjects will always show atask repetition effect no
matter what the context in which they learn the tasks, but will not show an aternation
cost. With the tasks used by Spector and Biederman, however, subjects will show

neither an aternation cost nor atask repetition effect when the task order is random.
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On the other hand, the single mapping hypothesis might be correct and
Working Hypothesis Oneiswrong. That is, it is not the case that mixed list training
will result in subjects forming a single mapping containing both tasks was wrong. If
the single mapping hypothesis is to explain why there is no alternation cost in
Experiment 9, then it would have to be the case that alternating list training resultsin a
single mapping for both tasks. Thus, we can revise our working hypothesis as follows,

Working Hypothesis Two: With pure list training and random order training subjects

will form separate mappings for each task; with alternating list training subjects will
form a single mapping that contains both tasks.

The single mapping hypothesis and Working Hypothesis Two therefore make
two predictions: 1) when subjects are given alternating list training rather than pure
list or random order list training, they should show no task repetition effect during the
(random order) test phase. 2) when subjects are given random order or pure list
training, they should show an alternation cost when the test phaseis alternating. These

two predictions are tested in Experiments 10 and 11, respectively.

Experiment 11

In Experiment 11 subjects perform the color and letter tasks on alternating lists
during the training phase. Then, during the test phase, subjects are given random order
listsasin Experiment 10. This experiment provides a strong test of the single
mapping hypothesis. If this hypothesesis true, then it must be the case that random
order and pure list training (with our tasks) results in the subjects forming one
mapping for each task. Thisis because there were task repetition effects during the
test phase for both training groups in Experiment 10. It must also be that aternating
list training results in the formation of a single mapping that contains both tasks. This

is because there is no alternation cost in Experiment 9. Thus, atask repetition effect in
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the test phase of this experiment can prove the single mapping hypothesiswrong. In
short, this experiment tests whether the single mapping hypothesis and Working
Hypothesis Two are both correct. But due to the results of Experiment 9 and 10 the
single mapping hypothesis cannot be true unless Working Hypothesis Two is aso

correct. Therefore this experiment really tests the single mapping hypothesis.

Method
The methods used in Experiment 11 were identical to Experiment 10 except as noted.

Subjects. Twelve undergraduate students at the University of California, San
Diego participated for partial fulfillment of a course requirement.

Design. There was only one training group: the alternating task training
group. Six subjects were in the same keys condition and six were in the different keys
condition.

Procedure. The only procedural difference from Experiment 10 was that
subjects were only given alternating task lists during the training phase. The
instructions at the beginning of each block of the training phase were either "Color --
Letter" or "Letter -- Color", depending on which task was done first on that block.
Subjects aternated between color-letter and letter-color blocks; it was randomly

determined which order was done on the first block.

Results and Discussion

Figure 22 shows mean correct RT during the training phase as a function of
Block Number, and RT during the test phase as a function of Block Number and task
repetition. Trials on which an error occurred, trials following an error, and the first

trial in each block were not included in the figure or the analyses that follow.
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Subjects were an average of 103 ms faster at the end of training compared to at
the beginning of training, and the overall effect of block during the training phase was
significant, F(6,60) = 10.2, p < .01. Performance appears to have reached an
asymptote after this since the effect of block during the test phase was not significant,
F(4,40) = 1.4, p> .25.

Test Phase. In contrast to the previous experiments there was no significant
task repetition effect, F(1,10) = 3.9, .05 < p < .1, and this did not change with block
number, F<1. There was, it should be noted, a consistent trend across blocks in favor
of doing the same task as last time of 20 ms. However, thistrend is much smaller than
the 102 ms effect found in Experiment 10. Thus, although it may be too strong to
claim that thereis no task repetition effect at all, whatever isgoing on in this
experiment seems to be much different than what occurred in Experiment 10. In
particular, these findings support the hypothesis that subjects do not have to re-set the
response selection mechanism when performing a different task from last time, as
appears to be the case with pure list and random order training.

The overall mean RT for subjects in the same keys condition was 71 ms faster
than for subjectsin the different keys condition. Thistrend isin the same direction as
the significant trend from the previous experiment. However, the difference was not
significant here, F<1, nor were any interactions of key condition with other variables.

Error Rates. The error rate during the test phase was 3.4% when the task
repeated and 2.7% when it did not. This difference was not significant, F(1,10) = 3.1,

p>.1. Key condition had no significant effects or interactions on the error rates.

Set expectancy curves

The set expectancy curve for Experiment 11, shown in Figure 23, further

supports the hypothesis that there is no need to perform some type of switch when a
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different task from last timeis performed. There are two major differences between
this curve and those from Experiments 9. First, this curveis shallower: subjects were
only 99 ms faster when the sequence was AAAA than when it was AAAB, compared
to a 147 msdifference in Experiment 10. Second, subjects were no slower responding
to the ABAB sequence than the AAAA sequence. In Experiment 10 subjects were 72
ms faster when the sequence was AAAA compared to ABAB. Thisisvery important.
We have argued that when the subjects are presented with a task sequence of ABA
they expect task B to occur next and hence ABAB corresponds to the case where they
expect adifferent task and get it. Similarly, AAAA correspondsto asituationin
which subjects expect the same task again and get it. That the later condition isno
faster than the former suggests that there is no inherent cost in doing a different task
from last time -- the response selection mechanism is ready for both tasks at once.

Nonetheless, there does appear to be some type of expectation effect since,
otherwise, the curve in Figure 23 should have been flat. This expectation effect, then,
explains the small task repetition effect that is present. That is, on the whole subjects
expect repetition of task somewhat more often than alternation.

But if subjects have a single mapping that includes both tasks, why is there an
expectation effect at all? It might be, contrary to our arguments above, that subjects
can still only be ready for one task at atime. That subjects are just as fast when the
sequence is ABAB aswhen itis AAAA might have other explanations that we have
not considered. However, it is aso possible that our arguments above are correct, and
subjects are ready for both tasks at once, but that they commit to one task or the other
for other reasons. For one, it might be that thereis a cost of committing to the wrong
task even if there is no benefit to committing to the correct task, and subjects commit
to one task or the other based on the sequence simply because of the belief that they

can predict what the next task will be, i.e., "gamblersfallacy”. It might aso be that



114

subjects can prime some S-R associations at the expense of others within the same

mapping, a"within mapping" expectancy effect. Finaly, inthe different keys
condition subjects may be able to prime response hand. Indeed, in Experiment 10 the
task repetition effect was larger in the different keys case, consistent with this
hypothesis, and the set expectation curves are "deeper" in the different keys case in
both Experiment 10 and 10. Thus, there are reasons why there might be set
expectation effects other than the need to switch set that is suggested by the RSG
model. However, the set switching process of the RSG model necessarily predict a
difference in the speed of responding when the sequenceis AAAA compared to
ABAB, and this difference is not present here. Thus, these data suggest that the
response selection mechanism does not necessarily need to be re-set after doing a

different task from the task before when the two tasks are learned on alternating lists.

Summary

Experiment 11 supports the single mapping hypothesis (with Working
Hypothesis Two). In particular, the prediction that alternating list training would
result in no task repetition effect during the test phase was met. In addition, the set
expectancy curves further suggest that thereisno "tuning" cost at all. Thus, with
aternating list training, subjects are able to be ready for both tasks at once. According
to the single mapping hypothesis subjects learn a mapping that includes both tasks. In

Experiment 12 we test the second of the predictions of the single mapping hypothesis.

Experiment 12
In Experiment 12 subjects were given both pure and mixed list blocks. Three
different training groups were given three different types of mixed lists during the

training phase. One group was given random order lists, one group was given
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aternating lists, and the third group was given AABB lists. During the test phase,
each of the groups performed mixed and pure lists as before, but now the mixed lists
were alternating lists for all of the groups. In Experiment 9 we found little or no
alternation cost when subjects performed alternating and non-alternating (pure lists)
task sequences throughout the experiment. This corresponds to the alternating list
training group here, so we expect little or no alternation cost for this group during the
test phase.

According to the single mapping hypothesis, there was a task repetition effect
for both pure and random order list training groups in Experiment 10 because subjects
in these groups formed separate task mappings for each task. The single mapping
hypothesis, then, predicts that our random order list training group in Experiment 12
should do the same, and as a result there should be a large alternation cost during the
test phase.

Why would it be the case, as suggested by Experiments 9 and 10, that learning
two tasks on alternating lists leads subjects to form one task mapping including both
tasks, but learning two tasks on random order lists leads subjects to form a separate
mapping for each task? Alternating lists differ from random order lists in two ways.
First, the sequence is fixed so that the subject always knows what the next task is.
Second, the subject performs the same task as last time every time on alternating lists
but only half the time on random order lists. The AABB lists resemble alternating lists
on the first point and random order lists on the second. Thus, whether or not AABB
list training resultsin atask repetition effect will identify which of the two factorsis

the determining factor.

Methods

The methods used in Experiment 12 were identical to Experiment 10 except as noted.
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Subjects. Thirty-six undergraduate students at the University of California,
San Diego participated for partial fulfillment of a course requirement.

Design. There were three training groups. random order, AABB list, and
alternating list training groups. For each training group six subjects were in the same
keys condition and six were in the different keys condition.

The experiment consisted of atotal of 28 blocks of 50 trials each. Thetraining
phase lasted the first 16 blocks, the test phase the remaining 12. Each subject was
given both pure list blocks and mixed list blocks. During training the mixed list
blocks were random order blocks for random order subjects, AABB list blocks for
AABB list subjects, and aternating list blocks for aternating list subjects. During the
test phase the mixed blocks were aternating list blocks for al subjects. The block
types of thefirst four blocks were randomly determined with the following two
constraints. First, block type alternated between mixed and pure lists. Second, each of
the two versions of the pure lists (pure color or pure letter) occurred once in these four
blocks, and each version of the mixed lists occurred once, except for random order list
subjects, since there is only one version of random order lists: random. This ordering
of the block types was then repeated six more times for a of 28 blocks, except that

during the test phase the mixed lists were now alternating lists (as described above).

Results and Discussion

Training Phase. Figure 24 shows mean correct RT during the training phase

for each of the three training groups as a function of pure versus mixed list block and
Block Number. Thefirst trial in each block, trialsin which an error occurred, and
trials following an error trial were not included in the figure or the analyses that

follow.
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Subjects were 116 msfaster at the end of training than at the beginning of
training, F(3,90) = 53, p < .01. This practice effect did not differ significantly between
groups, F<1. In addition, the type of training did not significantly effect overall RT,
F<1, even though the composition of the mixed lists varied depending on the type of
training.

In Experiment 9 we found only a 21 ms alternation cost with digjoint tasks
when, as here, no preview of the next stimulus was alowed. The alternation cost
found during the training phase for the alternating list training group was 93 ms.
Though larger than what we found in Experiment 9, it was smaller than the effect of
pure vs mixed list for the other two training groups: 118 msand 171 ms for random
order AABB list training groups, respectively. The effect of training on the pure vs
mixed list cost was significant, F(2,30) = 4.6, p < .05, as was the overall effect of pure
vsmixed list, F(1,30) = 144, p< .0L.

The error rates for random order training subjects were 2.4% and 2.6% on pure
and mixed lists, respectively; the corresponding error rates for AABB list training
subjects were 3.8% and 4.3%, respectively. Thus, for both of these groups there were
more errors in the mixed list condition, particularly so for the AABB list training
group. A speed-accuracy tradeoff, therefore, cannot explain the slowing on mixed
lists. The aternating list training group, on the other hand, had a higher error rate on
pure lists than on mixed lists (3.1% versus 2.6%), and the corresponding interaction
between training group and list type was significant, F(2,30) = 4.0, p < .05. Therefore,
a speed-accuracy tradeoff may explain the larger than expected alternation cost for the
alternating list training group. Overall, there were not significantly more or less errors
on pure lists than on mixed lists, F<1.

It should be emphasized that for both AABB and random order lists, the

subject does the same task as last time on half the stimuli, whereas for alternating lists
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the subject does the same task aslast time on every stimulus. Thus, that the mixed
versus pure list effect is smallest for the alternating list training group clearly shows
that these subjects have a smaller cost associated with doing a different task from just
before than the other two training groups.

Key condition had no overall effect, F(1,30) = 1.7, p > .2, but did have severd
interactions. Key condition interacted with training group, F(2,30) = 3.7, p < .05,
corresponding to the fact that the AABB lists were responded to slowest overal in the
same keys condition but fastest overall in the different keys condition. Overall,
practice effects were smaller in the different keys condition, asindicated by the
interaction between key condition and block number, F(1,30) = 3.2, p<.05. Thiswas
only true for the alternating and AABB sequences, however, with Block Number
having adightly larger effect in the different keys condition (as was the case in
Experiment 10). The 3-way interaction between key condition, training group, and
Block Number was significant, F(1,30) = 2.3, p < .05.

Task repetition effects during training. Above we argued that AABB lists were

like random order listsin that the task repeats on these lists half the time, but like
aternating listsin that the task sequenceisfixed. Thus, supposing for the moment that
the single mapping hypothesisis correct, whether there is atask repetition effect on
AABSB listsidentifies which of these two factors determines whether subjects will
form one mapping for both tasks (as appears to be the case on alternating lists) or form
separate mappings for each task (as appears to be the case for random order lists).
Figure 25 shows mean correct RT during the training phase for the random
order and AABB list training groups as a function of Block Number and whether the
previous task was the same or different (the aternating list training group is excluded
from this analysis since the previous task is always different from the present task on

aternating lists). There was an overall task repetition of 137 ms, and thiswas
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significant, F(1,20) = 50, p < .01, and it did not interact with the type of training,
F(1,20) = 1.0 (115 ms and 159 ms effect for random order training and AABB list
training, respectively). The error rate when the task aternated was higher than when it
repeated, F(1,20) = 5.7, p < .05 (3.8% versus 3.1%), so it cannot be that the task
repetition effect is a speed-accuracy tradeoff. The task repetition effect was 155 msin
blocks 1-4, 106 msin blocks 5-9, 170 msin blocks 10-14, and 118 msin blocks 15-18.
Asis apparent from these numbers, the task repetition effect did not diminish
appreciably over the blocks. Nonetheless, the effect of block number on the task
repetition effect was significant, F(3,60) = 4.1, p < .05. Finally, the 3-way interaction
of training group, task repetition, and block number was not significant, F<1.

Since there is atask repetition effect on AABB lists it appears that the crucia
factor isthat the task repeats half the time and alternates half the time, and not the
predictability of the sequence. (Unfortunately, we cannot test the other intermediate
between random order lists and alternating lists. atask sequence that is unpredictable
yet aternates every time).

In summary, two major conclusions follow from the results of the training
phase. First, alternating list training results in asmaller cost of switching task than
random order and AABB list training. Although alternating list subjects showed a
larger than expected alternation cost, it was smaller than the effect of mixed vs pure
list found on the other two training groups. Furthermore, a speed-accuracy tradeoff
might explain why the alternation cost was as large as it was. Second, the reason that
random order training results in atask repetition effect (Experiment 10) but alternating
list training resultsin none (Experiment 11), is that on random order lists the task
sometimes repeats and sometimes aternates, but on aternating lists the task aways
aternates. If the determining factor had been the unpredictability of random order lists

then AABB list subjects should not have shown atask repetition effect, but they did.
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Test Phase. During the test phase of Experiment 12, each training group was
given pure and mixed lists, as before, but now the mixed lists were alternating for all
three groups. The single mapping hypothesis predicts only a small alternation cost for
aternating training but alarge effect for random order training and AABB list training
(because there was a task repetition effect during the training phase). Figure 26 shows
mean correct RT in the test phase for each of the training groups as a function of
aternation and Block Number. The overall alternation cost was 73 ms, and this was
significant, F(1,30) = 75, p < .01. The size of this effect, however, depended on the
training group. For alternating training subjects the effect was 37 ms (14-60 ms forms
a95% confidence interval on the effect). Thisis smaller than the size of the effect
found by Spector and Biederman in the no preview condition. The alternation cost,
however, was 82 ms and 102 ms, for the random order and AABB list training groups
(46-118 ms and 68-136 ms form 95% confidence intervals around the respective
effects). Theinteraction of training group and aternation was significant, F(2,30) =
5.1, p<.05. Training did not have asignificant overall effect on RT during the test
phase, F<1. Thus, these data are consistent with the single mapping hypothesis.

Unlikein Experiment 10 and 11, Block Number had a marginally significant
effect during the test phase, F(2,60) = 3.1, .05 < p <.1. Thiseffect was significantly
larger on the adternating lists than the pure lists, F(2,60) = 4.5, p < .05 (30 ms
difference between RT on block number 5 and 7 for alternating lists but only a4 ms
different for purelists). In other words, the alternation cost decreased somewhat
across blocks. Furthermore, the interaction of block number and training group was
significant, F(4,60) = 2.8, p < .05, corresponding to the fact that the block number
effect was virtually absent for the alternating list subjects. The effects of Block
Number are consistent with the idea that some subjects in the random order and AABB

list conditions learn, over the course of the test phase, how to perform on aternating
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lists without incurring a switching cost. According to the single mapping hypothesis,
this means that some subjects learn to "merge" the mappings for the two tasks. This
explanation would predict a 3-way interaction between block number, training group,
and alternation, which was not significant, F<1. However, this would seem to be due
to alack of power since the predicted interaction is present.

Asin the training phase, key condition had no overall effect, F<1, but did
interact with several variables. Asbefore, key condition and training group interacted,
F(2,30) = 4.4, p < .05, corresponding to the fact that AABB subjects were the slowest
of the three training groups in the same keys condition but the fastest of the three
groups on the different keys condition. In addition, the 3-way interaction of key
condition, training group, and alternation was significant, F(2,30) = 4.3, p < .05,
corresponding to the fact that the alternating cost was larger in the same keys condition
for AABB list training subjects but smaller in this condition for random order subjects.
None of the other five interactions of key condition with other variables were
significant.

The error rates on pure and alternating lists were 2.6% and 2.4%, 3.4% and
3.0%, and 2.2% and 2.1% for random order, AABB list, and alternating list training
groups, respectively. There were no significant effects or interactions on the error

rates (largest p-value > .2).

Summary

Experiment 12 further supports the single mapping hypothesis (Working
Hypothesis 2). In particular, the prediction that there would be alarge alternation cost
with random order training but not with alternating list training was met. In addition,
since AABB list training also led to atask repetition effect and alarge alternation cost,

it appears that the critical factor in determining whether subjects will learn to group
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two tasks into a single mapping or keep them in separate mappings is whether the task
always alternates (as on alternating lists) or sometimes does not (as on random order

and AABB lists and pure lists).

General Discussion

In Section Three we have tried to answer the question of why subjects
sometimes appear able to prepare for two sets of S-R associations at the same time,
and sometimes appear able to only prepare for one of the two at once. To explain this
we proposed the single mapping hypothesis. This hypothesis assumes that when
learning to perform atask subjects "group” different S-R associations into mappings.
Under some circumstances two S-R associations will be grouped into the same
mapping (for example, if they are from the same task) and other times they will be
grouped into different mappings (for example, if they are from two different tasks
involving the same set of bivalent stimuli). The critical assumption isthat the
response selection mechanism can only be "set" for one mapping at atime, where "set"
isapplied asin the RSG model. From thisit follows that whenever two associations
are learned in separate mappings there should be a cost associated with applying one
association followed by the other, corresponding to the "tuning” of the response
selection mechanism for the later mapping.

This hypothesis explains why there is no alternation cost with digoint stimuli,
yet there was atask repetition effect on the univalent part of the listsin Experiment 6.
That is, when subjects learn two digoint tasks on alternating (or alternating plus pure)
lists, they form a single mapping that holds both tasks. Thus, on alternating lists, there
isno aternation cost. When the stimuli are sometimes bivalent, as in Experiment 6,
subjects learn to put the two tasks into separate mappings (in order to avoid errors and

response competition). Thus, on the univalent part of the list, since they can only be
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set for one mapping at atime, subjects must switch mappings every time the task
changes, and as aresult atask repetition effect occurs.

The single mapping hypothesis also explains why adding one more shot to
"worry" about in doubles volleyball, or one more S-R association to a choice reaction
time task (Pashler and Baylis, 1991, Experiment 3-4), has adverse effects even on
aready well learned associations. That is, since subjects cannot be ready for both the
old mapping plus the new associations, they must learn a new mapping (or
alternatively form a new mapping containing the new associations and switch between
the new and old mapping, yet again incurring a cost).

We tested the single mapping hypothesis by manipulating the context in which
the subject learns two different tasks. on purelists, on alternating lists, on random
order lists, or on AABB lists. According to the single mapping hypothesis the learning
context might affect whether the tasks are placed in the same mapping or in two
different mappings. This, in turn, should affect whether or not an alternation cost
occurs on aternating lists and whether atask repetition effect occurs on random order
lists. Thus, the single mapping hypothesis predicts that the learning context should
affect whether or not task repetition effects and aternation costs occur with two
particular tasks.

In Experiment 9 we replicated the findings of Spector and Biederman (1976,
Experiment 2) of no or little alternation cost with digoint tasks, using arbitrary 4-
choice manual RT tasks. Thus, as suggested above, the single mapping hypothesis
would assert that subjects form a single mapping that holds both tasks. In Experiment
10 we found that both pure list and random order list training resulted in a task
repetition effect during the random order test phase. The single mapping hypothesis,
then, would hold that subjects form separate mappings for both tasks for both training

groups.
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Thus, the single mapping hypothesis makes two predictions. 1) With
aternating list training, subjects should show no task repetition effect on random order
lists. This prediction was met in Experiment 11. 2) Random order training should
lead to asizeable adternation cost (RT on aternating lists minus RT on pure lists) but
aternating list training should not. In Experiment 12 the type of training did effect the
size of the aternation cost. Random order training resulted in an 82 ms alternation

cost whereas aternating list training resulted in only a 37 ms alternation cost.

When do subjects form one mapping and when do they form two?

Supposing, then, that the single mapping hypothesisis correct, what are the
conditions that lead to subjects forming separate mappings for two tasks as opposed to
one for both. Both random order training and pure list training appear to lead to the
formation of two mappings, whereas alternating list training appears to lead to the
formation of just one. This contrasts with our initial working hypothesis that mixed
list training would lead to one and pure list training to two. Perhaps, then, mixed list
training will result in one mapping when the sequence is predictable (as on alternating
lists) but two when the sequence is unpredictable (as on random order lists).

This possibility, however, is countered by the findings with AABB list training
in Experiment 12. Subjects with AABB list training showed a 159 ms task repetition
effect during training, and a 102 ms alternation cost on the aternating test lists. Thus,
AABB list training leads to the formation of one mapping for each task, even though
the sequenceis predictable. It appears, then, that with our tasks and procedures
subjects form two mappings with pure list training and with mixed list training when
the task does not always aternate (as is the case on random order listsand AABB
lists), and a single mapping on mixed lists when the task always alternates (alternating

list training). Why isthisthe case?
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The answer may have to do with the Hick-Hyman law. That is, when subjects
have two mappings they incur a switching cost every time the task changes. In
addition, there is a cost associated with the number of S-R associationsin agiven
mapping that isincurred on every stimulus (different task from last time or not) that
corresponds to the Hick-Hyman law. Thus, if the former cost is larger, it makes sense
to keep the tasks in a single mapping when the task alternates every time, but in
separate mappings when the task sometimes alternates and sometimes does not. In
particular, according to this account, it would be more efficient to keep the two tasks
in separate mappings whenever the ratio of the Hick-Hyman cost to the switching cost

is greater than the proportion of trials on which the task alternates.

Arbitrary tasks vs. non-arbitrary tasks

Using two arbitrarily 4-choice manual RT tasks we found that with random
order training subjects show atask repetition effect on random order lists. Spector and
Biederman (1976, Experiment 2), however, found no task repetition effect when the
tasks were subtracting three from numbers and naming the opposites of words. As
noted above, there are severa differences between their experiments and our own.
However, the most notable would seem to be that their tasks are less arbitrarily than
ours. l.e., they could instruct their subjects on what to do with asimple rule ("name
the common opposites of the words we show you") whereas we necessarily haveto list
each S-R association.

Other researchers who have found only small task repetition effects also used
non-arbitrary tasks. Marcel and Forrin (1974) had subjects name letters and digits and
found roughly a45 ms task repetition effect. Rabbit and Y ves (1973) had subjectsin
one group make spatially compatible button press responses to letters and digits.

Thus, the numbers 1 through 4 were mapped onto fingers from left to right, and the
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letters A through D were mapped onto other fingers from left to right (the fingers for
the two tasks were actually inter-leaved). These subjects showed a 46 ms task
repetition effect. A second group of subjects made spatially compatible responses to
numbers, as before, and also made spatially compatible responses to which of four
neon lamps would illuminate. These subjects showed a 64 ms task repetition effect.
Thus, although significant task repetition effects are found in these studies with non-
arbitrary tasks, the effects are smaller than the task repetition effects we find in
Experiment 10 and 11 using arbitrary tasks with random order training (115 msin both
Cases).

Forrin (1974) employed one arbitrary task and one non-arbitrary task. He had
subjects name digits and make a verbal digit response to shapes (an arbitrary task). He
found task repetition effects of under 30 ms, although his data was pooled from four
sessions. It might be that aslong asthere is only one or no arbitrarily tasks the task
repetition effect will be small. Another reason that Forrin's (1974) subjects might not
have shown alarger task repetition effect is that the data are averaged over four
sessions. Thus, it might be that over the last two or three sessions the task repetition
effect was reduced due to practice, and the overall task repetition effect is thus small.

Assuming for the moment, then, that the reason we found a task repetition
effect and Spector and Biederman and these other researchers found none (Spector and
Biederman) or only small onesisthat our tasks were arbitrary and theirs were not,
what implications does this have? One possibility isthat only one arbitrary mapping
can be set a atime, but non-arbitrary tasks can be independently added to the current
task set without problems. An important question, if thisis correct, is what makes a
task arbitrary. Two possibilities seem most natural. Thefirst isthat after a certain
amount of practice atask becomes non-arbitrary. The second possibility is that the

task must be described by asimplerule.
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Although interesting, these speculations on the role of arbitrariness are a bit
premature. Perhapsit should be emphasized that although the task repetition effects
found when non-arbitrary tasks are involved are much smaller than the effect found
with arbitrary tasks, these are still reliable effects. It might be that the effects that are
found are due to reasons separate from switching mappings. However, it might also be
that the task repetition effects found in these experiments do reflect the "tuning” cost
associated with switching mappings, but this "tuning” cost is smaller in these cases. It
seems that set expectancy curves might help to decide thisissue. In short, at this point
it appears that the single mapping rule might only apply to arbitrary tasks, but it is till

too early to tell for sure.

Other accounts

The single mapping hypothesis does a good job explaining this data. But
perhaps there are other explanations. For example, in Experiment 12 the alternating
list training subjects showed the smallest alternation cost. Perhaps this was due to the
fact that since they learned the tasks on alternating lists they were somehow more
efficient with that sequence, perhaps in the speed at which they retrieved what the next
task was going to be and this somehow speeds them up. Thus, alternating list training
subjects still show a cost with this sequence but the cost is smaller due to practice.
Thiswould explain why the alternation cost is larger during the training phase than
during the test phase for these subjects. This cannot, however, explain why alternating
list training subjects show a smaller task repetition effect on random order lists than
random order training subjects do.

Still, there may be other possible ways to explain this data. Nonetheless, the
virtue of the single mapping hypothesisliesin its ability to explain the pattern of

alternation costs and task repetition effectsin avery simple and intuitive way.
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Conclusions

We began with some ideas about defense in doubles volleyball. In particular,
the idea that having to be prepared for one additional shot causes problemsin a players
ability to also remain ready for shots the defender is used to defending against. The
single mapping hypothesis would hold that the difficulties stem from the fact that the
defender can become set for the old shots or the new shots, but not both at once. If the
single mapping hypothesisis correct, it would also have important implications outside
of defensein volleyball. Indeed, it might have practical implications for teaching
skills, such as whether two skills should be taught alone or together (perhapsin

alternation).
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Summary
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When subjects alternate between two tasks on lists of stimuli in which each
stimulusis relevant to both tasks (bivalent stimuli) they show alarge cost in the rate of
responding compared to when they perform the same task on each itemin thelist. The
experiments in Section One suggest that there is one component (the RSl component)
of this cost that is overcome if the subject is given time to get ready for each upcoming
stimulus. A second component (the baseline component) is not reduced, or at least
reduced to a much smaller extent, when time is provided to prepare for the each
upcoming stimulus.

The experiments in Section Two led to a more refined understanding of what is
going on. First of all, Experiment 3 showed that there isamixed list cost (a cost
incurred by every stimulus on amixed list, whether or not the task on that stimulusis
different from the task on the stimulus before) and a shifting cost (a cost incurred only
when the task on that stimulusis different from the task on the stimulus before). In
addition, the mixed list cost is entirely in the baseline component, whereas the shifting
cost has both a baseline component (the "tuning” cost) and an RSI component.

Finally, the entire RSl component of the alternation cost appears to be a shifting cost.
Experiment 4 and further analyses of Experiments 1 and 3 add more detail. In
particular, task and response competition are part of the mixed list cost. Table 6
summarizes these findings.

In Experiments 5-8 we turned to understanding what occurs during the RSI that
allows subjects to respond faster on alternating lists (but not as fast as on non-
aternating lists). In short, we asked to what the RSl component corresponds. One
basic distinction that was made was between a discrete switch and a gradual switch. A
discrete switch holds that there is some switch process that occurs during the RSI that

makes subjects more ready for one task than the other, and it must run its course before



131

the selection of aresponse begins. Thus, RSI hel ps because the switch process can be
completed during the RSI. A gradual switch, on the other hand, holds that subjects
become more and more ready for the upcoming task over the RSI, and that once the
stimulusis presented they begin selecting the response for the task. Thus, according to
agradual switch, RSI helps because subjects are more ready for the upcoming task the
longer this gradual switch is allowed to operate.

In Experiment 5 subjects performed aternating and non-alternating task
sequences on the first part of lists, but sometime between the 5th and 10th item the
stimulus would be univalent (relevant to only one task) and might be for either task,
regardless of the preceding sequence. When the instructed sequence was alternating
but the task repeated on the the univalent stimulus, subjects were considerably slowed.
Thisis consistent with the idea of a discrete switch, because with a discrete switch
subjects are switching to the aternate task when they realize that the stimulusis for the
task they just did. Asaresult they have to wait for this first switch to be complete and
then switch back to the first task. It does not fit well, however, with a gradual set
switch, since the subject in this case should be quite ready for the repeated task when
the univalent stimulus is presented (at 0 ms RSI). It might be that the "surprise” of a
repeated task when expecting an alternation of task slows subjects down. However,
the gradual set switch cannot explain is that when alonger RSl is provided, the
subjects are actually faster. A gradual set switch holds that during this RSI subjects
are getting ready for the alternate task, so they should be even slower when the task
repeats, even if thereisa"surprise” factor that slows them down overall when the task
unexpectedly repeats. A discrete switch has no problem explaining this because the
RSl is used to perform the initial switch to the wrong but expected aternate task.

Another model of the RSI component that is consistent with this data that we

have considered is a set decision model. According to this model the subject must
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make a decision as to which task he/she is going to do, and this decision occurs over
the RSI. Thismodel isvery similar to a discrete switch model and, in fact, could even
be considered one. We make the distinction for the following reason. A switch model
invokes the notion of somehow tweaking some machinery to be better able to perform
atask. Inaddition, it would suggest that every time one task is followed by another,
the same switch should need to occur. The set decision model, however, can account
for specia situations in which the task alternates but the time cost associated with the
RSI component is avoided.

Such asituation seems to occur in Experiment 6. In Experiment 6 subjects
performed alternating and non-alternating sequences on thefirst 6 itemsin alist, and
then responded to whichever task was relevant on the remaining 4 univalent items, in
which the task for each of these items was randomly determined. We plotted RT to
the final univalent item as a function of the task sequence on thisitem plus the
previous three items (Figure 16B). Thiswas called a set expectancy curve. It isclear
from this data that subjects are using the preceding task sequence to predict (even
though thereis no predictive value in this) what the next task will be, and then they
(somehow) commit to thistask. Supposing, as seems natural, that the process that
commits the subjects to one task or the other in this case is the same as the RSI
component, the following problem arises. Subjects are presumably faster when the
sequence is ABAB than when it isABAA because they expect the task to alternate
when the preceding sequence is ABA (i.e., the only difference between ABAB and
ABAA isthetask that occurson thefina trial). Thus, subjects tend to set themselves
for the aternate task when the preceding sequenceis ABA. Similarly, when the
sequence is AAAA subjects are faster than when it is AAAB because when the
preceding sequence is AAA they set themselves for arepetition of task. Thus, when

the sequence is ABA* subjects perform an extra switch than when it isAAA* that, on
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average, buys them nothing. Thus, RT when the sequence is ABA* should be much
dower (by the duration of the switch process) than when it isAAA*. However, it was
actualy dightly faster. Thisdata, then, violates the view of a switch process that
corresponds to the re-programming of a mechanism that selects responses. It is quite
compatible, however, with the idea that a decision as to which task is to be performed
must be made before the task is performed, and this decision sometimes does not take
much time (as in the case where it is made depending on the previous task sequence).

These experiments lead to a view of the aternation cost in which various
factorsplay arole. Task and response competition appear to play arolein explaining
the mixed list cost. Criterion effects may also play arole here. In addition, thereis
slowing that is specifically due to the need to prepare the response selection machinery
for onetask or the other. These latter factors were embodied in the Ready, Set, Go!
model (RSG model), which isre-stated here:

RSG1. Thereisamechanism that selects responses, called the response selection

mechanism, and thisis the only way that responses are sel ected.

RSG2. This mechanism can be in a state that ranges from being not ready to do a
particular task (and possibly ready to do a different one) to being fully ready for that
task.

RSG3. Thereadiness for a particular task cannot be changed during "free" time (the
RS).
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RSG4. The response selection mechanism is made ready for atask by that task being
the last task performed (with the additional possibility that readiness slowly degrades

to aneutral level with time).

RSG5. Before the response selection mechanism is used for atask, adecision asto
which task it isto do must be made. This decision of which task to do -- call it setting
the mechanism -- is not the same as being ready for atask. The response selection
mechanism can be set for one task and ready (in the sense of RSG2-RSG4 above) for a

different one.

RSG6. The setting of the response selection mechanism for one task or another is

done during the RSI, and cannot be interrupted once started.

The single mapping hypothesis

In Section Three we tested the single mapping hypothesis. This hypothesis
states that when learning a task subjects group S-R associations into separate
mappings, and that the response sel ection mechanism can be set for only one mapping
at atime. Thus, when subjects perform a different task from just before they will incur
the switching costs described in the RSG model in the case where the two tasks are
isolated in separate mappings, but not when all S-R associations for both tasks belong
to the same mapping. In particular, this hypothesis predicts that the context in which
two tasks are learned should have important influences on whether or not a cost of
switching occurs when al stimuli on the lists are univalent.

This prediction was met in Experiments 9-12. Alternating list training resulted
in no task repetition effect on random order lists (Experiment 11) and small or no

alternation cost on alternating lists (Experiment 9 and 12). On the other hand, pure list



135

training resulted in a 98 mstask repetition effect on random order lists (Experiment
10) and random order training similarly resulted in a 105 ms task repetition effect
(Experiment 10) and an 82 ms alternation cost (Experiment 12). These data are well
explained by the single mapping hypothesisif one supposes that when subjects learn
two tasks on alternating lists they learn to group the tasks into a single mapping, but
when they learn two tasks on pure lists or random order lists they learn to group each
task into a different mapping.

There is another reason that the single mapping hypothesis makes sense.
Suppose that it was not true, and subjects could set themselves for an arbitrary
collection of S-R associations. Then, they could set themselves for naming the color
of astimulusif acolor is presented and subtracting three from a number if a number
was presented. If subjects are then presented with and respond to the color, the RSG
model would hold that the response selection mechanism now becomes more "tuned"
for both the color and subtraction task. Although not impossible, thisto us seemslike
avery odd situation: Given time to prepare for the subtraction task, the response
selection mechanism cannot be "tuned”. But having thought that a moment ago one
might have had to subtract three from a number, but instead having had to name a

color, does better "tune" the mechanism for this task.

Concluding remarks

We do not want to claim that we have solved the problem of task set with the
RSG model and the single mapping hypothesis. However, we do believe that we have
accurately described at a very broad level the mechanismsinvolved. In addition, the
level of description that we have provided seems well suited for further flushing out

using computational techniques. For example, it is not obvious how task competition,
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response competition and "tuning" effects can all be attributed to the same mechanism.
Perhapsthey are not. Thisis not inconsistent with the RSG model. However, it seems
likely to us that they are. In this case, understanding what types of mechanisms can
exhibit these effects (additively) would perhaps put greater limits on the detailed
workings of this machinery.

Still, one limitation of thiswork, in particular, should be acknowledged. This
limitation isthat all the experiments involved arbitrary 4-choice manual RT tasks. It
certainly is not outrageous to assume that the findings with these tasks would transfer
to other stimulus and response modalities and to non-arbitrary tasks. Generalizations
originally derived with manual choice-RT responses in the PRP paradigm, for
example, have transferred to (at least punctate) verbal naming tasks. But it isalso
possible that certain features of our conclusions are particular to the tasks we used.

For example, it was discussed in Section Three that the single mapping hypothesis
may not apply when the tasks are non-arbitrary. The suggestion is that non-arbitrary
tasks can be ad hoc added to the current task set. One thing that would seem to follow
from thisisthat there should be no baseline component to the aternation cost, i.e. the
aternation cost at long RSI should vanish.

It istoo early to tell whether the above modification to the model is needed. If
itis, it should be emphasized, it would not take the wind out of the sails of the model.

Indeed, it would be awelcome and fascinating amendment.
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Figure 1: Two models of processing when alternating tasks. SN denotes when
stimulus N is made; RN denotes when response N is made. Time flows from left to
right. (A) Processing is shown for non-alternating task lists. The hypothetical A, B,
and C stages each begin when the previous oneisfinished. (B) Thefull discrete
switch model: processing on B stages are postponed until a switch processis
complete. Each successive switch begins at the beginning of the previous B stage.
Responses are made at a Slower rate because of the inserted switch process. (C) The
constant readiness model: Each stage begins when the previous one ends as on non-
aternating lists. One or more stages are longer in duration than on non-alternating
lists (only stage 2 here), accounting for why responses are made at a slower rate.
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Figure 2: Mean correct RT in Experiment 1 broken down by display condition (O or
1500 ms RSl or preview) and alternation condition.
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Figure 3: RT distributions for alternating and non-alternating lists in the 0 ms RSI

condition of Experiment 1.
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Figure 4. Theoretical readiness functions for four different models. (A) Thefull
discrete switch model. (B) The constant readiness model. (C) The partial discrete
switchmodel. (D) The gradual shift model.
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Figure5: Mean correct RT for aternating and non-alternating lists in Experiment 2 as
afunction of RSl. Open symbols are for when RSI varied within the list; filled
symbols are for when RSl varied between lists.
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Figure 6: Ratio of readiness to asymptotic readiness as a function of RSl in
Experiment 2 derived by assuming asymptotic readiness is reached by the time a
response is made on each trial.
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Figure 7: Mean correct RT to AAAA, ABAB, AABB-same, and AABB-different

stimuli in Experiment 3 as afunction of RSI.
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Figure 8: Mean correct RT in Experiment 1 (A) and 3 (B) as afunction of sequence,
compatibility, and RSI.
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Figure 9: Mean correct RT on alternating and non-alternating lists in Experiment 4 as
afunction of stimulus type (compatible, incompatible, univalent).
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Figure 10: Theinteraction with RSI of various factors tested in Experiments 1,3, and
4. Response competition is based on an average of the effects from Experiments 1,3,

and 4, weighted by number of subjects.
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Figure 11: The baseline component of the aternation cost broken down into the
different factors that account for it. The shifting cost is estimated from Experiment 3;
response and task competition is estimated from Experiment 4, the left-over RSI
component is estimated from Experiment 2.
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Figure 12: Mean correct RT on the bivalent part of the list in Experiment 5 asa
function of task sequence and RSI.
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Figure 13: Mean correct RT to univalent stimuli in Experiment 5 as afunction of the
bivalent task sequence and whether the previous task (last bivalent task) was the same
or different from the univalent task (RSI = 0 ms only).
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Figure 14: Mean cost/benefit of RSI as afunction of bivalent task sequence and
whether the previous task (last bivalent task) was the same or different from the
univalent task. (Cost of RSI is negative, benefit is positive).

100
1 Previous Task
B same
1 Different
75
RSI y
cost/benefit ]
(ms) ]
50 A
25 ————
0

Alternating Non-Alternating
Bivalent Task Sequence

150



151

Figure 15: Mean correct RT to univalent stimuli for aternating and non-alternating
bivalent task sequences in Experiment 6 as a function of response number. (A) Only
those trials where the univalent task sequence plus the last bivalent task happen to be
non-alternating. (B) Only those trials where the univalent task sequence plus the last
bivalent task happen to be alternating. (C) Asafunction of whether or not the

previous task was same or different from the present one.
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Figure 16: Expectancy curves. (A) Stimulus expectancy curve: RT inaseria 2-
choice RT task for short RSI (50 ms after key up) and long RSI (50 ms after key down)
as afunction of preceding stimulus sequence (data from Vervaeck and Boer, 1980,
Experiments 1 and 2). (B) Set expectancy curve: RT to the final univalent stimulus
on each list in Experiment 6 as a function of the preceding task sequence. On the
ordinates of the figure"A" stands for the stimulus/task 3 back and "B" stands for the
other stimulus/task.
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Figure 17: Mean correct RT for aternating and non-alternating bivalent task
sequences in Experiment 7 as afunction of stimulus type (bivalent stimulus, univalent
stimulus for the same task as the stimulus before, univalent stimulus for the other task
from the stimulus before).
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Figure 18: Mean correct RT (A) and error rates (B) in Experiment 8 as a function of
whether the sequence is fixed or random, whether the previous task is the same or
different from the present one, and SOA.
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Figure 19: Mean correct RT for pure training and mixed training groups in
Experiment 10 as a function of block number and, during the test phase (blocks 15-

24), whether the previous task was the same or different.
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Figure 20: Expectancy curves. (A) Stimulus expectancy curve: RT inaseria 2-
choice RT task for short RSl (50 ms after key up) and long RSI (50 ms after key down)

as afunction of preceding stimulus sequence (data from Vervaeck and Boer, 1980,

Experiments 1 and 2). (B) Set expectancy curve: RT to the final univalent stimulus
on each list in Experiment 6 as a function of the preceding task sequence. On the
ordinates of the figure"A" stands for the stimulus/task 3 back and "B" stands for the

other stimulus/task.
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Figure 21: Set expectancy curves for pure task and mixed task training in Experiment
10.
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Figure 22: Mean correct RT for aternating task training in Experiment 11 asa
function of block number and, during the test phase (blocks 15-24), whether the
previous task was the same or different.
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Figure 23: Set expectancy curves for aternating task training in Experiment 11.
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Figure 24: Mean correct RT during the training phase for random order, AABB list,

160

and alternating list training groups in Experiment 12 as a function of block number and

pure versus mixed lists.
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Figure 25: Mean correct RT on mixed lists during the training phase for random order

and AABB list training groups in Experiment 12 as a function of block number and
same versus different previous task.
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Figure 26: Mean correct RT during the test phase for random order, AABB list, and
alternating list training groups in Experiment 12 as a function of block number and

alternation (mixed lists for each training group are alternating lists during the test

phase).
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Table 1: Mean number of timesatria had to be restarted in Experiment 1 asa
function of display condition and sequence.

Sequence
Display Condition Alternating Non-alternating
Preview 152 .168
0 ms RSI/no preview 245 A72

1500 ms RSl .196 190




Table 2. Estimated error rate per stimulus (in percent) in Experiment 1 as afunction
of display condition and sequence.

Sequence
Display Condition Alternating Non-alternating
Preview 14 15
0 ms RSI/no preview 2.0 15

1500 ms RSl 16 1.6
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Table 3: Summary of various terms used in the text with their defining formulas and a
brief description of to what they refer.

Term Formula Description

Alternation cost ABAB - AAAA total cost associated with alternating sequence

Baseline component ABAB - AAAA at long RSI part of alternation cost that cannot be overcome with time

RSI component alternation cost at short RSI - part of alternation cost that can be overcome with time

alternation cost at long RSI

shifting cost AABB-different - AABB-same cost associated with doing a different task from just before

mixed list cost AABB-same - AAAA cost associated with doing a task on a list that has more
than one task on it (both task A and task B)

bivalent stimuli --- stimuli relevant to both tasks

univalent stimuli - stimuli relevant to only one task

task competition bivalent RT - univalent RT cost associated with having two activated tasks relevant to
current stimulus

response competition RT to response incompatible specific form of task competition that only occurs when

stimuli - RT to response
compatible stimuli

tasks lead to different responses on the current stimulus



Table 4. Break-down of the alternation cost into RSI and baseline component and
mixed list and shifting cost, and which causes might affect which of the four parts.
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RS

Basdine

Set decision
mixed list cost response & task competition

criterion effect

set switch
shifting cost set decision

response & task competition

response & task competition

criterion effect

"tuning" cost

response & task competition




Table 5. Estimated by-item error rate per stimulus (in percent) in Experiment 3 asa
function of key condition and sequence. (Average number of restarts per list arein
parentheses).

Sequence
Key Condition AAAA ABAB AABB
Same Keys 1.8(0.21) 3.9 (0.50) 2.9(0.37)

Different Keys 1.4 (0.15) 1.8 (0.20) 2.2 (0.26)
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Table 6: Break-down of the alternation cost into RSI and baseline component and
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mixed list and shifting cost, and which causes might affect which of the four parts after

Experiments 3 and 4.

RS Basdine

mixed list cost

shifting cost

response & task competition

_____________ criterion effect

set switch "tuning" cost

set decision task competition




Table 7. Mean number of times atria had to be restarted in Experiment 5 asa
function of task sequence, RSI, and key condition.

Sequence
Key Condition Alternating Non-alternating
0OmsRS| 0.45 0.22
Same Keys
400 ms RS 041 0.31
0OmsRS| 0.31 0.18
Different Keys

400 ms RS 0.21 0.16
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Table 8: Estimated error rate per stimulus (in percent) in Experiment 6 as afunction
of task sequence and valence. (Average number of restarts per list, broken down by
whether the restart occurred on a univaent or bivalent stimulus, are shown in
parentheses).

Sequence

Valence Alternating Non-alternating

Univalent 2.4(0.10) 2.0 (0.09)
Bivalent 3.9 (0.30) 2.4(0.17)
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Table 9: Estimated error rate per stimulus (in percent) in Experiment 7 as afunction
of task sequence and valence. (Average number of restarts per list, broken down by
whether the restart occurred on a univaent or bivalent stimulus, are shown in
parentheses).

Sequence
Valence Alternating Non-alternating
Univalent 4.2 (0.045) 4.5 (0.048)

Bivalent 3.7 (0.18) 2.2 (0.10)
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Appendix: Computing the by-item error rates based on the number
of re-starts per list
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In this Appendix we describe how the by-item error rates can be computed
using thetrial re-start data. The basic approach is to express the expected number of
trial re-starts per list as afunction of afixed by-item error rate. Thisfunction isthen
inverted in order to yield by-item error rate as a function of expected number of tria
re-starts. By-item error rates are then estimated with this equation for each subject by
substituting the average number of re-starts per list for the expected number of re-starts
per list.

We begin by deriving the formula for computing the by-item error rates. After
this we will address questions of statistical bias. Finally, we will discuss how to
compute separate by-item error rates for the beginning of alist vs. the end of alist.
Thisisused in Experiments 6 and 7 in order to derive separate by-item error estimates
for bivalent and univalent stimuli.

By-item error rates as a function of the expected number of re-starts per tria

Let pq bethe by-item error rate and py be the chance of making an error
somewhere on alist of N items. These are related by

(1) ION:1—(1—I01)N_

Thelist will have to be re-started at |east once with probability pN. In particular, the
list will be re-start exactly once with probability py * (1-py), exactly twice with

probability py * (1-pp)™2, and exactly k times with probability py * (1-ppn)” K. Thus,
the expected number of re-starts per list is:

P~

@ 1
ER=pnY k(1-pn)¢ =
2 kzl

Combining 1 and 2 and solving for p; yields

=1-N
(3) P 1+ER

Statistical biasin the estimate of by-item error rates

The by-item error rate can be estimated with (3) by substituting the average
number of re-starts per list for the expected number of re-starts per list. Thisisnot,
however, an unbiased statistic. We performed several simulationsin order to assess
the amount of statistical bias. In each of these simulations the statistic was applied on
datafrom runs of 10 lists of 10 items (the number of lists and items per list in each
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condition of Experiment 1). Then, 30,000 runs were executed, and the data from these
runs averaged. The standard error of the mean was negligiblein all cases, and thus the
numbers listed below can be taken as accurate well beyond the number of digits
reported.

First, we performed the simulation with the assumption that the error rate is the
same throughout the experiment.  In two different runs we used error rates of 1.5%
and 2.5%. These numbers seemed representative of our data. The simulations yielded
estimates of the by-item error rates of 1.45% and 2.41%, respectively. Thus, thereisa
minor underestimate of the error rates using the by-item error statistic.

It might be, however, that the error rate varies within the list. How will this
affect our estimates? To test this we performed a simulation in which the error rate on
agiven item was randomly chosen from 0.5%, 1.5%, and 2.5% with equal probability.
The actual error rate (the error rate on lists that were not restarted) under these
circumstances was 1.49%. It isnot an average of the three error rates above because a
re-start is more likely when the error rate is higher, so listswith all low error rates are
more likely to be completed without are-start. The by-item error statistic was 1.44%.
Thus, when the error rate varies within the list, there is also asmall bias towards
under-estimating the error rate.

Finally, error rate might vary between lists. Thus, some lists might be
performed very sloppily, others very conservatively. We ran two simulations under
these conditions. In the first simulation the error rates were chosen from a small range
(0.5%, 1.5%, or 2.5%); in the second simulation the error rates were chosen from a
large range (1.0% or 10.0%). The actual and estimated error rates in the small range
simulation were 1.43% and 1.41 %, respectively. Thus, though thereis still asmall
biasin thissimulation, it isreduced. The actual and estimated error ratesin the large
range simulation were 3.49% and 4.4%, respectively. Thus, the statistic over-
estimates the actual error rate here.

In summary, if the error rate varies within each list as much asit varies
between lists, there is a minor underestimate of error rate with the error statistic
derived from (3). If error rateis fixed within lists but varies alittle between lists, then
thereisaso adlight, but now smaller, bias towards underestimating error rate.
However, if the error rate is fixed within lists and varies substantially between lists, the
statistic overestimates the error rates.

The biases that are present, then, are not a problem if one wantsto put an
upper-bound on error rate. That is, the conditions under which the error rateis
underestimated do not result in large a underestimation. In fact, the biasisremoved in
most cases when the numbers are rounded to the nearest 0.1%. However, if error rates
do vary between but not within lists, the derived error rates may not be good estimates
of the actual error rates -- they may over-estimate the error rate substantially.

Separate estimates of by-item error rate for the beginning and end of alist

It may sometimes be desirable to separately estimate the chance of making an
error on thefirst k itemsin alist and the remaining N-k items. For example, in
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Experiment 6 the first 6 items were bivalent and the last 4 were univalent; in
Experiment 7 the first 4 items were bivalent and the last item was univalent. We
wanted to compare the chance of an error on a univalent item to the chance of an error
on abivalent item.

We can estimating these two quantities using the average number of re-starts
per list that occur on the first part of the list versus the second part of thelist. We will
call these quantities RA and RB, respectively. The by-item error rate for the last part
of the list can be computed as in (3) with RB substituted for ER. Thisis because are-
start that occurs on the first part of the list will not effect the number of re-starts that
occurs on the last part of thelist. The by-item error rate for the last part of thelist can
then be estimated with:

pB1 =1- N“k’ L
1+RB

Computing the error rate for the first part of thelist isabit trickier. Thisis
because are-start on the last part of the list may effect the number of re-starts on the
first part of thelist, i.e. subjects must start over at the beginning of the list even if the
error ison the last part of thelist. The quantity that we then want to plug into (3) isthe
average number of timesthe list had to be re-started before the first part of the list was
successfully completed just once. Call thisRA*. Let pB be the chance of making an
error somewhere on the last part of the list (one time through). Then:

ERA* = ERA +pB[ERA +pB’ [ERA+...= ERAZOka.

Based on the formulafor the sum of a geometric progression,

ERA

ERA* = :
1-pB

ERA = (1-pB) [ERA*.

Finally, the by-item error rate for the first part of the list can be estimated with:
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